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های بافتی و  بر ویژگی های فراکامل مبتنی تشخیص نوع تومور مغزی براساس مدل

   آماری

 1مودّتی سمیرا

 ایران -بابلسر -دانشگاه مازندران -دانشکده فنی و مهندسی -استادیار -1
s.mavaddati@umz.ac.ir 

گیری درستی در مورد  تواند به تصمیم آرآی در کنار دانش پزشكی می تشخیص انواع تومور مغزی به کمک تصاویر ام :چكیده

خیم یا بدخیم بودن تومور به دلیل لزوم بررسی جزئیات بافت و امكان خطا یكی  وضعیت بیمار منتهی گردد. همچنین تشخیص خوش

. باشدحائز اهمیت  تواند بسیار های پردازش تصویر می پرداختن به این حوزه به کمک تكنیکاز مسائل چالش برانگیز است. بنابراین 

بر آمار مورد بررسی قرار  بر بافت و مبتنی های مختلف مبتنی در این مقاله، به منظور تشخیص مناسب نوع تومور مغزی، انواع ویژگی

گیرد. سپس از تكنیک کدگذاری تنک و  ی مورد استفاده قرار میبند های منتخب در این حوزه طبقه ای از ویژگی گرفته و دسته

ها  بندی داده شود و دسته کننده مشخصات هر دسته داده استفاده می های فراکامل بازنمایی نامه به منظور آموزش مدل یادگیری واژه

 بندهای دستهنتایج حاصل از  بندی با نتایج این دسته همچنینگیرد.  براساس نرخ انرژی محاسبه شده ضرایب تنک صورت می

 بر مبتنیپیشنهادی  روش که دهد ها نشان می سازی نتایج شبیه گردد. مقایسه میشبكه عصبی و ماشین بردار پشتیبان  بر مبتنی

 .خواهد بودبا دقت بالا انواع تومور مغزی  بندی مطلوب طبقهقادر به  های فراکامل و آموزش مدل های ترکیبی ویژگی
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 188-177صفحه -1401تابستان  -دوم شماره -نوزدهمسال  -برق و الکترونيک ايران مجله انجمن مهندسي  

 تشخیص نوع تومور مغزي براساس مدلهاي فراکامل .../ مودتی

 

 

 مقدمه-1

تشخیص نوع نقش اساسی را در آرآي توسط پزشک  بررسی تصاویر ام

تفکیک بافت مغز از ست از ا عبارت تشخیص تومور مغز .دارد تومور

ه پس از مقایسکه  بدخیم و خیم خوش به عنوان آنبندي  دستهتومور و 

براي تشخیص این ناهنجاري،  .گیرد ها صورت می و براساس ویژگی

شود که  بیمار با توجه به این نکته انجام می وسالم   کره مقایسه بین نیم

داري رزونانس گیرد. تصویربر هاي متقارن قرار نمی کره تومور در نیم

پزشکی براي تولید تصاویر با وضوح بالا   مغناطیسی یک روش پیشرفته

ها و بررسی پیشرفت ضایعات  هاي بدن انسان، کشف ناهنجاري از اندام

از این تصاویر، براي   هاي بدست آمده است و در نهایت از ویژگی

شود.  بندي غدد و تومورها بهره گرفته می شناسایی مستقیم و طبقه

شود: تشخیص براساس  تشخیص تومور به دو صورت انجام می

هاي ظاهري. در  هاي محاسباتی و تشخیص براساس ویژگی ویژگی

هاي کاربردي به منظور  هاي محاسباتی از الگوریتم محاسبه ویژگی

هایی همچون  گردد که به استخراج ویژگی تشخیص تومور استفاده می

. با ]1-5[شود  منتهی می یرهغانحراف معیار، شدت رنگ، آنتروپی و 

هاي  توان به وجود یا عدم وجود بخش هاي محاسباتی می کمک ویژگی

هاي ظاهري مغز یک بیمار در  ناهمگون با بافت مغز پی برد. ویژگی

تواند شامل مایع مغزي نخاعی، بافت استخوانی  تصاویر پزشکی می

موقعیت ه، ذرات خاکستري و سفید، کنتراست بافت، رزولوشن و مجمج

ها   هاي بافتی باشد. تشخیص بر اساس این ویژگی مکانی قرارگیري توده

پوشی  توان از اهمیت آن چشم تر است، اما نمی تر و ابتدایی سطحی

خیم، بدخیم و  ، یک الگوریتم تشخیص تومورهاي خوش]1[در نمود. 

ارائه شده  1هاي بافتی و شبکه عصبی احتمالی نرمال به کمک ویژگی

این الگوریتم از ضرایب تبدیل موجک در باندهاي مختلف  است. در

، 2بندي چهار تومور استروسیتوم ، دسته]2[شود. در  استفاده می

 بر ماتریس هاي مبتنی به کمک ویژگی 5و سارکوم 4، کارسینوما3مننژیوم

که عصبی و الگوریتم به کمک شب 6ح خاکستريورخداد سـط هـم

مورد بررسی قرار گرفته است.  7مارکوارت-لونبرگسازي غیرخطی  بهینه

بندي تومورهاي سرطان مغز و استخوان به کمک ضرایب  ، دسته]3[در 

و شبکه عصبی پس انتشار انجام  ح خاکستريورخداد سـط هـم ماتریس

بندي  شده و نتایج براي چهار سطح از تومورها گزارش شده است. دسته

ح ورخداد سـط هـم یب ماتریسبه کمک ضرا ]4[تومورهاي مغزي در 

بر  بند مبتنی هدستو با  8رولت گسسته سریعکو نیز تبدیل  خاکستري

صورت گرفته است.  9شبکه عصبی احتمالی با توابع پایه شعاعی

خیم، بدخیم و نرمال انجام شده  بندي بر روي انواع تومور خوش دسته

 شبکه و تصویر پردازش هاي ترکیب تکنیک از استفاده ، با]5[است. در 

شده  تومورهاي مغزي یافتن دقت و سرعت افزایش در سعی عصبی

هاي  و نیز بخش از نواحی تومور بر هیستوگرام هاي مبتنی است. ویژگی

 تشخیص عصبی به منظور استخراج شده و سپس از شبکه نرمال تصویر

، از ضرایب استخراج ]6[در  .داراي تومور بهره گرفته شده است ناحیه

-Kبر  بند مبتنی و دسته ح خاکستريورخداد سـط هـم ز ماتریسشده ا

هاي تومور نرمال و غیر  بندي داده به منظور دسته 10نزدیکترین همسایه

 ، از ضرایب استخراج شده از ماتریس]7[شود. در  نرمال استفاده می

به  11میانگین فضایی-Kبند  و خوشه ح خاکستريورخداد سـط هـم

منظور تشخیص تورمورهاي غیر نرمال مغزي استفاده شده است. این 

، ]9[به کمک شبکه عصبی صورت گرفته است. در  ]8[بندي در  دسته

استخراج شده از  ح خاکستريورخداد سـط هـم ماتریسهاي  ویژگی

ندهاي شبکه عصبی تابع ب دستهو نیز  12آي و توموگرافی آر تصاویر ام

به منظور تشخیص تومورهاي  13بردار پشتیبان پایه شعاعی و ماشین

، ترکیب ]10[نرمال و غیرنرمال مغزي بکار گرفته شده است. در 

ح ورخداد سـط هـم هاي استخراج شده از هیستوگرام، ماتریس ویژگی

و نیز ماشین بردار  14ماتریس طول تکرار سطوح خاکستري، خاکستري

و بدخیم مورد خیم  پشتیبان به منظور شناسایی تومورهاي خوش

بندي تومورهاي  ، یک الگوریتم دسته]11[استفاده قرار گرفته است. در 

هاي  دیده به کمک ویژگی مغزي براساس شبکه عصبی احتمالی آموزش

و عملگرهاي موفولوژي حاصل  ح خاکستريورخداد سـط هـم ماتریس

، ]12[از ضرایب تبدیل موجک گسسته پیشنهاد شده است. در 

بندي تومورهاي مغزي  مختلف ارائه شده به منظور دستههاي  الگوریتم

بندهاي مختلف مورد بررسی قرار گرفته و  ها و دسته براساس ویژگی

، یک ]13[نتایج حاصل از تشخیص با یکدیگر مقایسه شده است. در 

الگوریتم به منظور تشخیص مساحت و ناحیه تومور مغزي معرفی شده 

اثر چرخش  نویز، حذف و تصویر درش اعمال در این روش پس از است.

 تقارن، نواحی منتخب به عنوان گردیده و با بکارگیري آنالیز حذف سر

 یک از این هر در ادامه، مساحت .شود می داده تشخیص مکان تومور

 محدوده مشخصی در مساحت داراي که اي ناحیه و محاسبه نواحی

 عنوان بهداده شده باشد،  آموزش تصاویر تومورهاي نواحی مساحت

، یک روش ]14[در  .شود می گرفته نظر در ناحیه اصلی تومور

هاي حاصل از  شناسایی توموهاي بدخیم و نرمال مغزي براساس ویژگی

بر شکل  هاي مبتنی و ویژگی ح خاکستريورخداد سـط هـم ماتریس

استخراج شده از نواحی متصل تصویر ارائه شده است. در این روش از 

هاي بعدي این مقاله به منظور آموزش  ده در بخشش نه ویژگی معرفی

 شود. شبکه عصبی بهره گرفته می

هاي ارائه شده در این  شود در اکثر روش همانطور که مشاهده می

رخداد  هـم هاي استخراج شده از ماتریس زمینه پردازشی، از ویژگی

استفاده شده که نشان دهنده اهمیت این ویژگی  ح خاکستريوسـط

باشد. در روش پیشنهادي  بافتی در روال تشخیص تومورهاي مغزي می

هاي مختلف آماري و  شود از ترکیب ویژگی همانطور که شرح داده می

باشد به  نیز می ح خاکستريورخداد سـط هـم بافتی که شامل ماتریس

کننده خواص هر دسته تومور  هاي جامع بازنمایی منظور آموزش مدل

گردد. همچنین در این روال  مغزي در نظر گرفته شده استفاده می

گیرد تا نتایج  آموزش، تنظیم مناسب پارامتر همدوسی مدنظر قرار می

 بندي مناسبی بدست آید. دسته

178

 [
 D

O
I:

 1
0.

52
54

7/
jia

ee
e.

19
.2

.1
77

 ]
 

 [
 D

O
R

: 2
0.

10
01

.1
.2

67
65

81
0.

14
01

.1
9.

2.
3.

1 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

ae
ee

.c
om

 o
n 

20
26

-0
2-

17
 ]

 

                             2 / 12

http://dx.doi.org/10.52547/jiaeee.19.2.177
https://dor.isc.ac/dor/20.1001.1.26765810.1401.19.2.3.1
https://jiaeee.com/article-1-673-fa.html


 188-177صفحه  -1401  تابستان  -شماره دوم -سال نوزدهم -برق و الکترونيک ايران مجله انجمن مهندسي

Jo
u
rn

al o
f Iran

ian
 A

sso
ciatio

n
 o

f E
lectrical an

d
 E

lectro
n
ics E

n
g
in

eers V
o
l.1

9
 N

o
.2

 S
u
m

m
er2

0
2
2
 

 / مودتیتشخیص نوع تومور مغزي براساس مدلهاي فراکامل ...

 

نامه و بازنمایی  یادگیري واژه الگوریتمدر بخش دوم این مقاله، 

اي بافتی و آماري مورد استفاده در روال ه ویژگی شود. میتنک بیان 

همچنین، . گیرد قرار میبررسی مورد در بخش سوم بندي  دسته

در بخش  بندي تومورهاي مغزي دستهالگوریتم پیشنهادي به منظور 

پنجم نتایج بدست آمده از بکارگیري  بخشگردد. در  می ارائهچهارم 

رد. در بخـش آخر گی روش پیشنهادي مورد ارزیابی و مقایسه قرار می

 .شود گیري در مورد پژوهش انجام می نیز نتیجه

 نامه و بازنمایی تنک یادگیری واژه -2

یک تصویر توان  مینامه  یادگیري واژه بازنمایی تنک و به کمک مفاهیم

 :نمود  مدل به صورت زیررا  Iدیجیتال 

(1) 
m

I DX   
 15هاي در این رابطه یک ماتریس داده متشکل از تکه Imکه 

هاي  باشد. تصویر ورودي به بلوک می I ورودي مختلف تصویر
m M

I


 

به خواهد بود.  8×8و با ابعاد   ها مختصات تکه  Mشود که تقسیم می

 را به کمک یک Imماتریس داده  توان میبازنمایی تنک  کمک تکنیک

در آن  که نمودکد  (1)ها براساس رابطه  ترکیب خطی از اتم

D ∈ ℝP×L, L > P منظور از . باشد مینامه فراکامل  یک واژه

تعداد چند برابر ها  ها یا اتم تعداد ستون فراکامل این است کهنامه  واژه

ها  . به نسبت تعداد ستونخواهد بودسطرها یا بعد فضاي ویژگی مسئله 

 Dنامه  واژه .شود می گفته 16ه فراکامل، نرخ افزونگینام به سطرهاي واژه

Lستون یا اتم  Lشامل 

l l
{d }


با نُرم واحد  

 :,l
||d ,   l , ,L||     کدگذار  ماتریسهمچنین  باشد. می

K-17تنک X  باL K ، شامل ضرایب بازنمایی ماتریس داده تصویر

Im تنکی به این معنا است که هر بردار داده ورودي ]15-17[است .

اتم  K( قابل کدگذاري توسط ترکیب خطی I)هر ستون از ماتریس 

. بنابراین استعدد کوچک  K بوده که به طور معمولدیده  آموزش

هاي خطاي تقریب  بخش براساستنک به صورت زیر  بازنماییمسئله 

 :]15-17[گردد یا بازسازي و قید تنکی بیان می
به  Xماتریس ضرایب تنک هر سطر از تعداد ضرایب غیرصفر در 

||x||صورت  K تکنیک  نام دارد. 18کاردینالیتی شود که می بیان

و بازنمایی تنک براي اولین بار به منظور  نامه فراکامل یادگیري واژه

K-SVDالگوریتم  در ادامه ارائه وحذف نویز از داده تصویر 
پیشنهاد  19

. یادگیري ]18 [شد منجرگردید که به نتایج مطلوبی در این زمینه 

 به و است ها اتم و بروزرسانی تنک کدگذاريمرحله  دو نامه شامل واژه

 الگوریتمبا هر در آن  تنک روال کدگذاري بودن، پذیر انعطاف علت

تنظیم  چگونگی براساس ها الگوریتم. این باشد دلخواه قابل انجام می

تنکی  نرخ تنظیم. باشد می متفاوت براي هر روش کدگذاري، پارامترها

تا مقدار خطاي تقریب از یک حد مطلوب باید با دقت انجام شود 

-Kگام بازنمایی تنک مورد استفاده در الگوریتم  .افزایش پیدا نکند

SVD 20متعامد تطابق تعقیب، روش
 (OMP) 18-19[باشد  می[. 

 استخراج ویژگی نحوه -3

پردازش  ، گام پیشمتداول بندي دستههاي  تمامی روالاولین مرحله در 

هاي تصاویر  باشد. در این مقاله ابتدا سطوح خاکستري داده ها می داده

 یابد. در ادامه آرآي بدست آمده و سپس ابعاد این تصاویر کاهش می ام

. دو دسته روش متداول در این دشو ها انجام می دادهاستخراج ویژگی 

بر بافت تصویر و  گیرد. استخراج ویژگی مبتنی حوزه مورد توجه قرار می

هاي  هاي آماري تصویر. در ادامه روش استخراج ویژگی به کمک مولفه

 گیرد. مختلف استخراج ویژگی مورد بررسی قرار می

  21الگوی باینری محلی -3-1

هاي استخراج  عنوان یکی از روالبه الگوریتم الگوي باینري محلی  

هاي  بافت بخشهاي پردازش  به طور وسیعی در زمینه مقاوم ویژگی

کننده غیرحساس به  توصیف. این ]20[شود میبه کار گرفته  تصویر

تحلیل  در هاي مجاور هاي بافت استخراج ویژگی چرخش به منظور

صوصیت . این خگیرد مورد استفاده قرار میتصاویر با طیف خاکستري 

اثر نامطلوب  آرآي ام تومور در تصویر تغییر موقعیتشود که  موجب می

کدهاي  ضرایبکمتري بر جاي بگذارد. الگوهاي مختلفی براي محاسبه 

وجود دارد که به انتخاب نوع همسایگی وابسته است. این  محلی باینري

هاي مختلف  اي با شعاع توانند به صورت قطري یا دایره ها می همسایگی

 .]20[در نظر گرفته شوند

 22دار هیستوگرام گرادیان جهت -3-2

که در روال  پردازش تصویرهاي استخراج ویژگی در  روشیکی از 

دار  ، هیستوگرام گرادیان جهتباشد می کارااهداف بسیار  تشخیص

هاي  راستاگرادیان در  رخداد. در این الگوریتم، تعداد ]21-22[است

د. این شمارش بر گرد تصویر محاسبه میهاي محلی  مختلف در بخش

هاي داراي همپوشانی در سطح  هاي مختلفی که در بلوک  روي سلول

ابتـدا  که در این صورت بهگیرد.  انجام می شود میتصویر در نظر گرفته 

درصد همپوشانی تقسیم و آنگاه هـر  50هاي با  تصـویر بـه بلوک

، انـدازه و زاویه پسسد. گرد بندي می بلـوک بـه چهار سلول بخش

، یـک در ادامهشود.  تصویر محاسبه می هاي مجاور گرادیان در پیکسـل

هاي  جهت متشکل از زوایـاي مختلف گرادیـان 9هیسـتوگرام با 

 شاملشود. مقـادیر هـر سـتون  می محاسبهموجـود در آن سـلول 

که زاویه یکسانی با مقـدار آن  هایی است گرادیان  مجمـوع انـدازه

تا  0°توان تنها از زوایاي گرادیـان در بازه  می HOGد. در نسـتون دار

براي ایجاد هیسـتوگرام بهره گرفت. باید توجه داشت که این  °180

پـذیر بوده اما تفاوت در شـدت  گر نسبت بـه چـرخش تغییر توصیف

-22[ه خواهد داشتهاي استخراج شد روشنایی تاثیر کمی در ویژگی

گر  این مقاله از توصیف هاي . براي استخراج ویژگی در آزمایش]21

(2) 
*

m
X

X argmin I DX|| s.t.  ||X || K ||       
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 تشخیص نوع تومور مغزي براساس مدلهاي فراکامل .../ مودتی

 

 

 2×2و اندازه بلوک  8×8دار با اندازه سلول  هیستوگرام گرادیان جهت

 .شود میاستفاده 

 ح خاکستریورخداد سـط مـاتریس هـم -3-3

ح خاکستري ورخداد سـط شده از مـاتریس هـم پارامترهاي استخراج

کننده خصوصیات بافت تصویر  هاي تعیین گر از ویژگییکی دی

توان به  کننده بافت یک تصویر را می . اطلاعات بیان]24-23[باشد می

نمود که  محاسبه P(i,j) کمک یک مـاتریس با مقادیر فراوانی نسبی

نمایانگر تعداد  jو شماره ستون  iمقدار هر درایه با شماره سطر 

ا مقدار سطح خاکستري یکسان در ب اتفاق افتادههاي  همسایگی

( است. به طور 180°و  135°، 90°، 45°، 0°مختلف ) هاي جهت

معمول، ضرایب این ماتریس به صورت مستقیم به عنوان ویژگی به 

بلکه پارامترهاي آماري حاصل  شود درنظر گرفته نمیبندي  منظور دسته

. این گیرد میمورد استفاده قرار از آن در تعیین محتواي بافت تصویر 

انرژي، محـدوده تغییـرات مقادیر  پارامترها شامل میانگین، واریانس،

، حـداکثر مقدار 25شباهتی ، بی24، همگنـی23فراوانی نسبی، کنتراسـت

باشد. انتخاب همه یا  می 27و آنتروپی 26همبستگی فراوانی نسبی،

هاي آماري مرتبه دوم در روال پردازش تصویر  بخشی از این ویژگی

 . ]23[بر تحلیل بافت موثر خواهد بود نیمبت

 28 مومنت -3-4

هاي آماري دیگر مورد بحث در زمینه پردازش تصویر که به علت  ویژگی

 هايد، پارامترنباش بسیار حائز اهمیت می 29غیرحساس بودن به چرخش

. این مجموعه ویژگی که ]25-26[مومنت استخراجی از تصویر است

باشد داراي این ویژگی است  هفتم میشامل هفت ضریب مومنت اول تا 

کند.  ي مدنظر تغییر نمیهاکه مقادیر آن با چرخش تصویر در راستا

یکی از  ها که چرخش در آن تشخیص اهدافبنابراین در بحث 

 هاي اساسی است بسیار حائز اهمیت خواهد بود.  چالش

روش آرآی در  بندی تصاویر ام دسته -4

 پیشنهادی 

در  ،در الگوریتم پیشنهادي آرآي تومور از تصاویر امتشخیص به منظور 

تصاویر مربوط به یک نوع ابتدا براي هر دسته داده شامل مجموعه 

است استخراج نشان داده شده  (1)در شکل  هایی از آن که نمونه تومور

شود تصاویر مربوط به  همانطور که مشاهده میگیرد.  ویژگی صورت می

که از  باشد می 32و هیپوفیز 31، گلیوم30مدسته تومور مغزي مننژیو 3

هاي مختلف  در ادامه بخش باشند. مجموعه تومورهاي مغزي متداول می

 گیرد. روش پیشنهادي توضیح داده شده و مورد بررسی دقیق قرار می

 بازنمایی تنک در روش پیشنهادی -4-1

داده  تصاویر هر کلاسبندي مناسب  دستههمانطور که بیان شد، 

استفاده از یک ساختار مشخص که در اصطلاح به آن با تواند  می

صورت پذیرد تا براي هر دسته داده  شود گفته می 33نامه واژهآموزش 

. دیده بدست آید یک مدل جامع آموزشمربوط به یک نوع تومور مغزي 

. به استتنک داده  کدگذارينامه،  ابتدایی در یادگیري واژه مرحله

 توسط ورودي داده تصویر تکهشود که هر  تعیین می روالکمک این 

. مفهوم تنکی در این بازنمایی به خواهد داشتبازنمایی  اجازهچند اتم 

  داده تنها با ترکیب خطی از تعداد کمی اتم تکهاین معنی است که هر 

خواهد  نمایشگردد، قابل  تعیین می 34با نرخ کاردینالیتی مقدار آن که

نامه  هاي واژه ها، بروزرسانی اتم الگوریتماین ر بعدي د مرحلهبود. 

نامه فراکامل  ورودي است. از آنجاییکه واژه  هاي داده تکه براساس

، حل این خواهد بودبالا  (1)باشد و ابعاد حل مسئله بر طبق رابطه  می

که در آن تعداد  35معینفروهاي معادلات خطی  دستگاه توسطمسائل 

. بنابراین شود انجام میز پارامترها است معادلات خطی بسیار کمتر ا

نامه شامل دو مرحله بازنمایی تنک و بروزرسانی  روال طراحی واژه

نامه ثابت که به صورت تصادفی  اول با فرض واژه گامدر  است.نامه  ه واژ

 شوند، ضرایب بازنمایی هاي داده یا ضرایب تصادفی انتخاب می تکهاز 

براساس این ماتریس  نامه ي واژهها ، اتمدوم گامو در  محاسبه شده تنک

هاي  شوند. تفاوت اساسی میان الگوریتم می رسانیضرایب تنک بروز

. روش باشد میمحاسبه ضرایب تنک  در نحوه نامه ه متفاوت یادگیري واژ

توضیح داده  در این بخش مورد استفاده در این مقاله تنک بازنمایی

نامه مورد بررسی قرار  و در بخش بعد، الگوریتم آموزش واژه شود می

، از روش بندي تومورهاي مغزي پیشنهادي دستهگیرد. در الگوریتم  می

36بازنمایی تنک 
LARC که تعمیمی از الگوریتم  شود استفاده می

LARS
براي محاسبه ضرایب تنک در این  شرط توقف است. 37

تصویر هاي  تکهها با  همدوسی اتم مقدار که الگوریتم بر این اساس است

با نام بایست از یک حد مشخص از پیش تعیین شده  میورودي 

شرط  بهها  در این صورت اتم .]27-28[بیشتر گردد 38همدوسی مانده

تر محتواي  هاي داده به منظور بازنمایی مناسب تکهبا  یهمدوس

 شوند. نظر گرفته می مجموعه آموزشی در

این است که در آن از نرخ تنکی متغیر  LARCالگوریتم  ویژگی دیگر

هاي بازنمایی مورد استفاده قرار  به جاي نرخ ثابت که در اکثر روش

 ی برايگیرد بهره گرفته شده است. به این صورت که حد بالای می

 تکهشود که هر  گردد و به کمک آن بیان می تعیین می Kپارامتر تنکی 

اتم بازنمایی شود. این روش بازنمایی در  Kتواند حداکثر با  داده می

. بازنمایی ]27[گردیدابتدا به منظور بازنمایی تنک سیگنال گفتار ارائه 

 تواند به صورت زیر بیان گردد: تنک با تکیه بر این تکنیک می

(3)   *X LRAC D,X,  K,Coh   
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 / مودتیتشخیص نوع تومور مغزي براساس مدلهاي فراکامل ...

 

     

     

     
آی مربوط به تومورهای: سطر اول: مننژیوم. سطر دوم: گلیوم. سطر سوم: هیپوفیز. در این تصاویر محدوه تومورها با  آر نمونه تصاویر ام: (1) شكل

رنگ قرمز مشخص شده است

K در این رابطه نرخ تنکی یا کاردینالیتی متغیر و پارامتر ،Coh ،

کاردینالیتی نرخ . در تنظیم خواهد بودبیانگر میزان همدوسی مانده 

یا  39اغتشاش منبع تنظیم نادرست منجر به داشت که توجهباید 

یک مقدار  دهد که وقتی رخ می. اغتشاش منبع نگردد 40اعوجاج منبع

 گردد که در نظر گرفته شود. این امر موجب میپارامتر این زیاد براي 

هاي منتخب  اتم زیاد تعداداین و نامناسبی با توجه به  انبوهکدگذاري 

دهد که بازنمایی  شود. از طرف دیگر اعوجاج منبع زمانی رخ می نتیجه 

به این  .تنک با نرخ تنکی پایین انجام یا بازنمایی بسیار تنک باشد

نیست داده کافی  هاي تکهها براي بازنمایی  معنی که ترکیب خطی اتم

. همچنین در انتخاب یابد میطاي تقریب افزایش خ که در این صورت

باشد باید توجه  که بیانگر همدوسی میان اتم و داده می Cohپارامتر 

شود  داشت که اگر مقدار این پارامتر زیاد انتخاب شود آنگاه موجب می

نامه  هایی که همدوسی بالاتر از این مقدار را دارند در واژه که تنها اتم

ها کم بوده و ممکن است در طراحی  تعداد آن شرکت داده شوند که

نامه فراکامل با نرخ افزونگی دلخواه مشکل ایجاد شود. همچنین اگر  واژه

 مقدار این پارامتر کم انتخاب شود آنگاه پارامتر همدوسی میان داده و 

 

نامه همدوس با داده تاثیر چندانی نخواهد  هاي واژه اتم در طراحی اتم

 داشت.

 نامه در روش پیشنهادی واژه آموزش -4-2

ها  نامه تکنیک یادگیري مدل به کمک واژه همانطور که بیان گردید،

هاي مختلف پردازشی  هاي جدید بکارگفته شده در حوزه یکی از روال

نامه  الگوریتم یادگیري واژه .]29[باشد  مانند تشخیص پلاک خودرو می

K-SVD بر مبتنی
ها براساس  م، یک روال مناسب براي آموزش ات41

تصویر ورودي در  تکه. هر ]18[هاي آموزش است اي از داده مجموعه

اتم  Kاین روش به کمک این الگوریتم با ترکیب خطی تنکی از ضرایب 

یادگیري ساختار داده ورودي حائز  نحوهشود. آنچه در  می بازنمایی داده

نظر گرفتن پارامتر همدوسی  این است که با در خواهد بوداهمیت 

ن اشاره شد و نیز پارامتر همدوسی آاتم که در بخش قبل به -میان داده

 توان خطاي تقریب در بازنمایی تنک را بر طبق رابطه ها می میان اتم

نامه،  هاي واژه اتم میانکاهش داد. در مورد همدوسی  امکانتا حد  (1)

هاي  توجه داشت که کمترین همدوسی میان اتمبه این نکته باید 

هاي فضایی تا حد ممکن مستقل از  مه وجود داشته باشد تا پایهنا واژه

بهترین  به هاي داده تکهو بازنمایی براي نمایش محتواي  حاصلیکدیگر 

زمانی بیشتر این پارامترها اهمیت پرداختن به . وجه صورت گیرد

هاي مختلف از نظر  آموزش متعلق به کلاس هاي دادهشود که  می

این  به یکدیگر داشته باشند. در این صورتشباهت زیادي ساختاري 

ماکزیمم مقدار مطلق باید مقدار کوچکی داشته باشد تا مدل با 

به با توجه  .]27[هاي فضایی تا حد ممکن مستقل حاصل گردد پایه

نامه با این  به طور معمول طراحی و یافتن واژه مسئله،ابعاد بالاي 

تقریبی به منظور  هاي روشاز  خواهد بود وخصوصیت کار مشکلی 

این  تقریبی ر حلدد. شو نامه ناهمدوس استفاده می دستیابی به واژه

TGنامه  واژه 42ماتریس گرام باید بهمسئله  D D اگر  توجه شود زیرا

نشاندهنده  نامه به فرم ماتریس یکه واحد باشد ماتریس گرام یک واژه

، 28[تا حد ممکن مستقل خواهند بودنامه  هاي آن واژه اتمآن است که 

نامه به منظور دستیابی به  حل تقریبی براي هر ابعاد دلخواه از واژه .]30

 ها آنیکی از که  گیرد مورد توجه قرار میویژگی ماتریس گرام با این 

، یک روش چرخش و ]31[باشد. در  نامه می پردازش واژه پس

43تکرارشوندهتصویرکردن 
(IPR)   تا ماتریس گرام تا  هگردیدمعرفی
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، این روش نامه بدست آید. در گام اول واژههر حد ممکن واحد براي 

ماتریس گرام توسط مجموعه قیودي که قیود ضرایب غیرقطري 

گذاري شده و تعداد مقادیر ویژه  شوند، آستانه ساختاري نامیده می

گذاري، ضرایب غیرقطري  گردد. در این آستانه غیرصفر آن محدود می

به یک مقدار بایست صفر باشند  آل ماتریس گرام می در حالت ایده که

شوند تا نرُم  بسیار کوچک تنظیم می μشده  همدوسی تعیین

خطاي میان ماتریس گرام و ماتریس یکه واحد  44فربنیوسی

F
||G I||  مقادیر ویژه ماتریس گرام محدود کاهش یابد. در ادامه

بزرگترین مقادیر ویژه صورت  Nشود. این روال به کمک حفظ تنها  می

نامه به کمک یک ماتریس  هاي واژه در گام دوم از چرخش اتم پذیرد. می

45متعامد
 W خطاي تقریب با توجه به  تاشود  استفاده می

بنابراین با . بدیانهاي انجام شده در مرحله اول افزایش  گذاري آستانه

شود تا خطاي  می سعی  اعمال این ماتریس
F

||I WDX||  کاهش

این تکنیک در ابتدا به منظور بهبود روال بازسازي سیگنال یابد. 

موسیقی ارائه شد و در این مقاله به منظور بهبود روال آموزش 

مورد  بندي تومورهاي مغزي دستههاي مورد استفاده در  نامه واژه

 . ]31[گیرد استفاده قرار می

 براي هر کلاس داده اموزش دیدههاي  نامه واژهپیش رو در مسئله 

هاي مختلف  تمایز میان دسته ونباشند  مشابهتا حد ممکن  بایست می

هاي  نامه هاي واژه که اتم ویژگی. بنابراین این باشدبه خوبی برقرار 

هاي  ها کمترین میزان همدوسی را با اتم مرتبط با هر یک از کلاس

. خواهد بوداهمیت حائز  ،ها داشته باشند هاي دیگر کلاس نامه واژه

هاي داراي ساختار  آیا اتمآنچه مهم است این خواهد بود که بنابراین 

د دارد یا خیر. اگر وجو دادهکلاس  هر نامه مرتبط با مشابه در واژه

 بایست میآنگاه  هاي آموزش دیده وجود داشته باشد شباهت میان اتم

. در روش پیشنهادي به شودبستگی اتخاذ واروالی به منظور کاهش این 

نامه  هاي واژه اتمکاهش همدوسی میان  تصحیح این مشکل ومنظور 

متشکل  D=[DM  DG  DP]نامه مرکب  ، در ابتدا یک واژهیک کلاس

 هیپوفیزو  DGگلیوم ، DMمننژیوم تومور هاي مرتبط با داده  نامه از واژه

DP مربوط به هر نوع تومورتنک داده  کدگذاريسپس  شود. ساخته می 

 گیرد: نامه مرکب صورت می بر روي این واژه

 M G

M

GM G F,M G P

P

* * *

M G P p

p
,

, , LARC ,  D  D  D ,coh

arg min D  D  D ||
 

     

 
 

      
  

X X X

X X X I

X

XI

X

 ||

 (5)  

*در این رابطه 

M
X ،*

G
X  و*

P
X به ترتیب بیانگر انرژي ضرایب

باشد.  بازنمایی تنک براي داده تومور مننژیوم، گلیوم و هیپوفیز می

در ادامه  دهد. را نشان می میزان همدوسی مانده نیز cohپارامتر

مننژیوم تومور بازنمایی تنک مربوط به داده  ضرایبانرژي 
M

E ، گلیوم

G
E  هیپوفیزو 

P
E گردد محاسبه می: 

* *

l l

*

l

L L

M G

L

P

E E
L L

,

E
L

,
M,l G,l

P,l

        

 

 



  

 

X X

X

 (6) 

هاي  نامه هاي واژه اتمنباید بر روي  هر کلاساز آنجاییکه داده 

هاي  د بنابراین اتمنبازنمایی داشته باشهاي دیگر داده  مربوط به کلاس

داده غیر از کلاس  که بیشترین انرژي را در بازنمایی دیگرنامه  از واژه

هر یک از سه کلاس بازنمایی این روال براي . شوند خود دارند حذف می

یب تنک بیشتر از حد هایی که انرژي ضرا داده انجام شده و اتم

هاي غیرمرتبط دارند نادیده  شده مشخصی در کدگذاري کلاس تعریف

داده  بندي ي دستهخطابا توجه به این روال،  .شوند گرفته می

میزان این آستانه  گردد. برطرف میتا حد ممکن  هاي مختلف کلاس

 تنظیم شده است. 35/0انرژي با توجه به نتایج تجربی حاصل به میزان 

بندی داده  دستهروال پیشنهادی برای  -4-3

  تومورهای مغزی

 هاي که بتوان اتم خواهد بودنامه این نکته حائز اهمیت  در آموزش واژه

، آموزش بیشترین میزان همدوسی با داده اي آموزش داد که را به گونه

هاي  و نیز با اتم نامه هاي یک واژه سایر اتمکمترین میزان همدوسی با 

 درمهم  نحوه رسیدن به این وباشند  داشته هاي داده سسایر کلا

. در این بخش روال پیشنهادي براي توضیح داده شدهاي قبل  بخش

هاي مربوط به انواع تومور مغزي به کمک تصاویر  بندي داده دسته

هاي ناهمدوس آموزش دیده مورد بررسی قرار  نامه براساس واژه آرآي ام

بندهاي  بندي داده ورودي، دسته منظور طبقهگیرد. در این مقاله به  می

ماشین بردار پشتیبان استفاده  و هاي عصبی متداول مانند انواع شبکه

هاي استخراج  گردد که با توجه به ویژگی شود بلکه پیشنهاد می نمی

، یک 1-4شده در بخش  تنک معرفی کدگذاريشده از الگوریتم 

و مورد استفاده قرار گیرد.  نامه طراحی واژه آموزشبر  مبتنی بند دسته

که در ابتدا بازنمایی  استروال آشکارسازي پیشنهادي به این صورت 

نامه مرکب  بر روي واژه LARC روشبه کمک  وروديتنک تصویر 

شده در بخش قبل با همان مقدار ضریب تنکی تنظیم شده براي  معرفی

یب د. سپس انرژي ضراپذیر می صورتنامه در گام آموزش  هر واژه

محاسبه  Dpو  DM ،DGنامه  بازنمایی تنک حاصل بر روي هر واژه

هر نوع شود. با توجه به اینکه اگر داده تصویر ورودي مربوط به  می

ه نامه مربوط ، انرژي بازنمایی بیشتري بر روي واژهمغزي باشد تومور

بندي داده  ، بنابراین از معیار انرژي ضرایب تنک حاصل براي دستهدارد

بنابراین انرژي بازنمایی بر گردد.  ورودي به کلاس مطلوب استفاده می

( بیان گردید 6هاي مختلف مشابه با آنچه در رابطه ) نامه روي واژه

نامه با بیشینه انرژي حاصل، کلاس داده ورودي را  محاسبه شده و واژه

در این صورت نیازي به استفاده از سایر خواهد کرد. مشخص 

بندها نخواهد بود و تخمین برچسب داده ورودي تنها به کمک  دسته

پذیر خواهد بود. بلوک دیاگرام  استفاده از تکنیک بازنمایی تنک امکان
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 / مودتیتشخیص نوع تومور مغزي براساس مدلهاي فراکامل ...

 

روش پیشنهادي شامل تمامی مراحل در گام آموزش و تست در شکل 

بندي ارائه شده  وش مشابه روش دستهاین ر نشان داده شده است. (2)

برنج و تعیین اصالت  ارقام باشد که به منظور شناسایی می ]32[در 

هاي  بندي، ویژگی . در این دستهها مورد استفاده قرار گرفته است آن

ک مورد بررسی و نُمختلف بافتی و آماري براساس مفاهیم بازنمایی تُ

ویژگی مناسب براي این سازي قرار گرفت و بهترین بردار  شبیه

   بندي پیشنهاد گردید. دسته

 روش پیشنهادی سازی شبیه -5

سازي نتایج حاصل از روش پیشنهادي، از مجموعه  به منظور شبیه

این تصاویر حاصل از . ]33[استفاده شده است آرآي دوبعدي ام تصاویر

باشند که در طی  می T1-weighedبا  CE-MRIتصویربرداري 

آوري شده است. این  بیمار جمع 233از  2010تا  2005هاي  سال

 708باشد که  مغزي می تصویر از سه نوع تومور 3064مجموعه شامل 

تصویر مربوط به غده گلیوم و  1426تصویر مربوط به غده مننژیوم، 

باشد. ابعاد این تصاویر  تصویر مربوط به غده هیپوفیز می 930

متر مربع است. در  میلی 49/0×49/0ها  بوده و اندازه پیکسل 512×512

پردازش روش پیشنهادي، ابتدا سطوح خاکستري هر  مرحله پیش

آرآي بدست آمده و سپس ابعاد تصویر به یک هشتم ابعاد  تصاویر ام

 یابد. اولیه کاهش می

 سازی جزئیات شبیه -5-1
بندي انواع تومور  دستهنامه به منظور  واژه آموزشدر روش پیشنهادي از 

هاي  هاي انجام شده از ویژگی سازي شود. در شبیه استفاده می مغزي

شده از  به عنوان داده آموزشی استخراج 3مختلف معرفی شده در بخش 

تنک به  کدگذاريشود. نرخ تنکی مورد نیاز در  گرفته می بهرهتصاویر 

و براي هر  داشتهبه بعد داده آموزش  گیبست  LARC کمک الگوریتم

که در Coh  . پارامتر همدوسیباشد میروال استخراج ویژگی متفاوت 

ها به  سازي در تمامی شبیه مورد استفاده قرار گرفته اس 8و  6روابط 

هاي  نامه تنظیم گردیده است. نرخ افزونگی براي واژه 25/0مقدار 

ها تنظیم  ویژگی به نوعه بست هاي تومور مغزي تمامی کلاسفراکامل 

نرخ افزونگی، فراکامل چه ها با  نامه واژهکند هر  بیان میکه  گردد می

% 70نامه در گام آموزش، از  به منظور یادگیري واژه .خواهد بود

هاي هر کلاس استفاده شده و مابقی در روال تست و به منظور  داده

به کمک نرخ  ها یتمالگورارزیابی عملکرد ارزیابی بکارگرفته شده است. 

هاي درست  شود که توسط درصد داده تعیین می 46بندي دقت دسته

گردد. استخراج  هاي تست محاسبه می شده به کل داده بندي طبقه

گر هیستوگرام  توصیف به کمکاین بخش  هاي ویژگی در آزمایش

درصد همپوشانی و  50با  8×8با اندازه سلول  HOGدار  گرادیان جهت

 HOGبر  هاي مبتنی بعد ویژگی .گیرد صورت می 2×2اندازه بلوک 

جهت  4بین و  9براي  64×64با ابعاد  پردازش شده پیشبراي تصویر 

 باشد.  می 1764شده برابر با  مشخص

 LARCداده در الگوریتم -مقدار حد پایین همدوسی اتم

 5/0هاي انجام شده برابر با  سازي توجه به نتایج شبیه بکارگرفته شده با

 باشد. می
 

 
بندی داده  دسته: بلوک دیاگرام روش پیشنهادی به منظور (2)شكل 

 تومورهای مغزی مختلف

 

 

 

 )ج( )ب( )الف(
هیپوفیز تومور. ج( گلیوم تومورب(  مننژیوم. تومورالف( شده از  استخراج HOGهای  ای از ویژگی نمونه: (3) شكل
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 سازی نتایج شبیه -5-2
تومورهاي مورد بررسی  شده از استخراج HOGهاي  اي از ویژگی نمونه

به کمک استخراج ویژگی در ادامه  ( نشان داده شده است.3) شکلدر 

 2×2هاي  و با سلول 47از نوع تغییرناپذیر با چرخش LBPضرایب 

هر براي  LBPبر  هاي مبتنی بعد ویژگی شود. غیرهمپوشان انجام می

استخراج ویژگی به کمک ضرایب  با .خواهد بود 10تصویر برابر با 

پارامترهاي مهم  ، GLCMرخداد سـطح خاکستري مـاتریس هـم

ن پارامترهاي انتخابی شامل . ایگیرد میحاصل از آن مورد بررسی قرار 

انرژي، محـدوده تغییـرات مقادیر فراوانی  نه ویژگی میانگین، واریانس،

همبستگی  نسبی، کنتراسـت، همگنـی، حـداکثر مقدار فراوانی نسبی،

رخداد سـطح خاکستري در  د. ضرایب مـاتریس هـمنباش و آنتروپی می

رهاي ذکر شده در محاسبه و پارامت 135°و  90°، 45°، 0°چهار جهت 

آیند. در نتیجه براي تصویر ورودي یک بردار  ها بدست می جهتاین 

  گردد. ضریب حاصل می 36ویژگی با 

 

نیز، هفت ضریب شاخص  ها مومنتبر  هاي مبتنی به کمک ویژگی

شود که این ضرایب نیز مستقل از  از هر تصویر ورودي استخراج می

هاي  بندي دو به دوي داده قهچرخش تصویر هستند. نتایج حاصل از طب

نامه و نیز  بر واژه بند پیشنهادي مبتنی تومور مغزي توسط دسته

بندهاي شبکه عصبی و ماشین بردار پشتیبان بدون گام استخراج  دسته

دیده  هاي آموزش هاي استخراج شده و اتم ویژگی و تنها با تکیه بر تکه

یه پنهان براي ( گزارش شده است. تعداد لا1براساس آن در جدول )

 باشد. می 35شبکه عصبی بکارگفته شده 

 

بر سطوح خاکستري استخراج  ماتریس داده مبتنینرخ تنکی براي 

 20مقدار  بهدر گام آموزش و تست  هاي تصویر ورودي شده از تکه

بندي هر سه کلاس  نتایج حاصل از طبقهتنظیم شده است. همچنین 

بندهاي نام برده شده براساس  دستهتومورهاي مغزي توسط   داده

( بیان شده است. 2تصویر ورودي در جدول ) زهاي استخراج شده ا تکه

در محاسبه این نتایج از ماشین بردار پشتیبان چند کلاسه استفاده 

بوده و بنابراین  8×8هاي استخراج شده از تصویر  . تکه]34[شده است

 با هاي فراکامل  نامه اژهنرخ افزونگی براي وباشد.  می 64بعد مسئله 

 

 

 

تنظیم شده است.  4به مقدار  ماتریس داده آموزش شامل این ضرایب

بندي داده مورد نظر با تکیه بر  دهد که کلاس نشان می نتایج حاصل

نامه توانسته است به نتایج  بر آموزش واژه بند پیشنهادي مبتنی دسته

ن دست پیدا بهتري نسبت به شبکه عصبی و ماشین بردار پشتیبا

  نماید.
 

 

 

 دو به دوی تومورهای مغزیبندی  درصد دقت دسته(: 1جدول )

شبكه عصبی، ماشین بندهای  دستهبرای  براساس سطوح خاکستری

 نامه بر واژه روش پیشنهادی مبتنیبردار پشتیبان و 
شبکه عصبی  

]8[ 

ماشین بردار 

 ]9[پشتیبان 

 روش پیشنهادي

 65/86 87/80 23/81 داده مننژیوم/گلیوم

 27/92 32/89 51/90 داده گلیوم/هیپوفیز

 71/91 50/89 31/88 ننژیوم/هیپوفیزمداده 

 

 

براساس سطوح  تومورهای مغزیبندی  درصد دقت دسته(: 2جدول )

شبكه عصبی، ماشین بردار پشتیبان و بندهای  دستهبرای  خاکستری

 نامه بر واژه روش پیشنهادی مبتنی
شبکه عصبی  

]8[ 

ماشین بردار 

 ]9[پشتیبان 

 روش پیشنهادي

 23/61 92/35 15/38 داده مننژیوم

 59/67 16/63 62/59 داده گلیوم

 88/90 25/89 76/88 داده هیپوفیز

 

 

 تومورهای مغزی دو به دوی بندی درصد دقت دسته(: 3جدول )

بندهای شبكه عصبی، ماشین بردار  دستهبرای   HOGبراساس ویژگی

 نامه بر واژه روش پیشنهادی مبتنیپشتیبان و 
شبکه عصبی  

]8[ 

ماشین بردار 

 ]9[پشتیبان 

 روش پیشنهادي

 54/94 61/93 33/92 داده مننژیوم/گلیوم

 50/95 76/90 54/92 داده گلیوم/هیپوفیز

 81/94 36/93 28/93 ننژیوم/هیپوفیزمداده 

 

براساس  تومورهای مغزی بندی درصد دقت دسته (:4جدول )

شبكه عصبی، ماشین بردار بندهای  دستهبرای   HOGویژگی

 نامه بر واژه روش پیشنهادی مبتنیپشتیبان و 

شبکه عصبی  

]8[ 

ماشین بردار 

 ]9[پشتیبان 

 روش پیشنهادي

 67/59 23/42 35/31 داده مننژیوم

 58/89 41/78 78/76 داده گلیوم

 39/94 69/92 58/90 داده هیپوفیز

 

 تومورهاي مغزي دو به دو و کامل بندي دسته نتایج حاصل از

شبکه  بندهاي دستهبراي 1764با بعد مسئله   HOGبراساس ویژگی

به  نامه بر واژه عصبی، ماشین بردار پشتیبان و روش پیشنهادي مبتنی

و نرخ افزونگی نرخ تنکی ( آورده شده است. 4( و )3ترتیب در جدول )

  تنظیم شده است. 2و  100مقدار به ترتیب به ها  براي این ویژگی

ها این نتیجه حاصل شد که این  سازي از آنجاییکه با انجام شبیه

، بردار کند نمیبندي در این مسئله کفایت  براي دسته ویژگی به تنهایی

. این گرفتها مورد استفاده قرار  ویژگی حاصل در ترکیب با سایر ویژگی

184
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 / مودتیتشخیص نوع تومور مغزي براساس مدلهاي فراکامل ...

 

با  (LBP)باینري محلی  صل از الگوياضرایب ح ترکیبی شامل ویژگی

براي  7با بعد  (Moments)ها  براي هر داده تصویر و مومنت 10بعد 

خواهد بود که  GLCMویژگی حاصل از  36و نیز  هر داده تصویر 

. گزارش شده است (6( و )5بندي براساس آن در جداول ) ج دستهنتای

 10دار به مق و نرخ افزونگی به ترتیب تنظیم نرخ تنکینتایج حاصل با 

این . ابعاد ماتریس آموزش در هنگام استفاده از حاصل شده است 4و 

براي هر کلاس  GLCM/HOG/LBP با نام هاي ترکیبی ویژگی

، 53×496به ترتیب برابر با  داده تومور مننژیوم، گلیوم و هیپوفیز

 باشد. می 53×651و  53×999

 

بر بافت  هاي آماري و مبتنی به منظور استفاده از تمامی ویژگی

بیان شده، یک دسته ویژگی ترکیبی از تمامی این ضرایب با نام 

GLCM/MOM/LBP/HOG  بندي  محاسبه و به منظور دسته

مورد استفاده قرار گرفت. نتایج حاصل از این دسته ویژگی ترکیبی در 

بندي دو به دوي تومورها و  تهبه ترتیب براي دس (8( و )7)جداول 

ابعاد ماتریس آموزش در بندي کلی تصاویر نشان داده شده است.  دسته

 با نام هاي ترکیبی ویژگیاین هنگام استفاده از 

GLCM/HOG/LBP  داده تومور مننژیوم، گلیوم و براي هر کلاس

 1817×651و  1817×999،  1817×496به ترتیب برابر با  هیپوفیز

به مقدار  و نرخ افزونگی به ترتیب نرخ تنکیتایج حاصل با ن باشد. می

دهد که  نتایج بدست آمده نشان می .بدست آمده است 2و  100

ها آماري مانند پارامترهاي استخراج شده از ضرایب  بکارگیري ویژگی

GLCM مانند بر بافت  دیگر مبتنیهاي  ، در کنار ویژگیها و مومنت

LBP  وHOG  تومور هاي  بندي داده در حوزه دستهبه نتایج مطلوبی

 د.گرد منتهی می مغزي

 

هاي پیشنهاد شده در بخش  به منظور بررسی عملکرد گام تصحیح اتم

بر یادگیري مدل بدون  بند پیشنهادي مبتنی قبل، نتایج حاصل از دسته

دهد که این  ( گزارش شده که نشان می9ها در جدول ) گام تصحیح اتم

ورودي، در   با کارایی مشابه در بازنمایی دادههاي  گام و حذف اتم

 بندي تاثیرگذار بوده است. افزایش دقت دسته

 

 

 

 

 

 دو به دوی تومورهای مغزی بندی درصد دقت دسته(: 5جدول )

برای   GLCM/MOM/LBPهای ترکیبی براساس ویژگی

روش پیشنهادی بندهای شبكه عصبی، ماشین بردار پشتیبان و  دسته

 نامه بر واژه مبتنی
شبکه عصبی  

]8[ 

ماشین بردار 

 ]9[پشتیبان 

 روش پیشنهادي

 62/79 52/70 61/73 داده مننژیوم/گلیوم

 22/94 65/89 36/92 داده گلیوم/هیپوفیز

 31/95 36/90 54/89 داده مننژیوم/هیپوفیز

 

براساس  تومورهای مغزی بندی درصد دقت دسته(: 6جدول )

بندهای  دستهبرای   GLCM/MOM/LBPهای ترکیبی ویژگی

بر  روش پیشنهادی مبتنیشبكه عصبی، ماشین بردار پشتیبان و 

 نامه واژه

شبکه عصبی  

]8[ 

ماشین بردار 

 ]9[پشتیبان 

 روش پیشنهادي

 70/51 74/33 35/28 داده مننژیوم

 36/73 28/59 64/57 داده گلیوم

 59/96 38/93 36/90 داده هیپوفیز

 

 دو به دوی تومورهای مغزی بندی دستهدرصد دقت (: 7جدول )

برای   GLCM/MOM/LBP/HOGهای ترکیبی براساس ویژگی

روش پیشنهادی شبكه عصبی، ماشین بردار پشتیبان و بندهای  دسته

 نامه بر واژه مبتنی
شبکه عصبی  

]8[ 

ماشین بردار 

 ]9[پشتیبان 

 روش پیشنهادي

 77/97 37/93 24/91 داده مننژیوم/گلیوم

 81/99 41/95 33/96 گلیوم/هیپوفیزداده 

 20/99 55/96 65/95 داده مننژیوم/هیپوفیز

براساس  تومورهای مغزی بندی درصد دقت دسته(: 8جدول )

برای   GLCM/MOM/LBP/HOGهای ترکیبی ویژگی

روش پیشنهادی شبكه عصبی، ماشین بردار پشتیبان و بندهای  دسته

 نامه بر واژه مبتنی

شبکه عصبی  

]8[ 

ماشین بردار 

 ]9[پشتیبان 

 روش پیشنهادي

 24/79 75/61 21/69 داده مننژیوم

 65/89 32/63 76/64 داده گلیوم

 13/98 11/94 12/93 داده هیپوفیز

 

بر  روش پیشنهادی مبتنی در  GLCM/MOM/LBP/HOGهای ترکیبی براساس ویژگی تومورهای مغزی بندی درصد دقت دسته(: 9جدول )

 ها و بدون گام تصحیح اتم نامه واژه

بدون گام  روش پیشنهادي 

 ها تصحیح اتم

 روش پیشنهادي

 24/79 12/73 داده مننژیوم

 65/89 26/84 داده گلیوم

 13/98 71/95 داده هیپوفیز

185
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 تشخیص نوع تومور مغزي براساس مدلهاي فراکامل .../ مودتی

 

 

روش های مختلف برای   نامه های واژه  ها و همدوسی میان اتم نامه های واژه داده، همدوسی میان اتم-(: مقدار همدوسی متقابل میان اتم10جدول )

 پیشنهادی

 هاي مختلف  نامه همدوسی واژه ها نامه هاي واژه همدوسی اتم داده-همدوسی اتم 

مننژیوم/  هیپوفیز گلیوم مننژیوم هیپوفیز گلیوم مننژیوم

 گلیوم

گلیوم/ 

 هیپوفیز

مننژیوم/ 

 هیپوفیز

 OMP 45/0 51/0 48/0 74/0 69/0 73/0 73/0 78/0 82/0بازنمایی تنک 

 LARC 76/0 83/0 72/0 71/0 66/0 68/0 80/0 77/0 73/0بازنمایی تنک 

 ETF 75/0 84/0 75/0 35/0 44/0 41/0 78/0 72/0 69/0پردازش  / پسLARCبازنمایی تنک 

/ ETFپردازش  / پسLARCبازنمایی تنک 

 ها )روش پیشنهادي( تصحیح اتم
74/0 83/0 77/0 34/0 43/0 42/0 51/0 49/0 53/0 

 

پردازش  ، پسLARCهاي بازنمایی تنک  همچنین تاثیر گام

ETF
هاي مختلف بر روي  نامه هاي واژه ها و نیز تصحیح اتم نامه واژه 48

ها  نامه هاي یک واژه داده، همدوسی میان اتم-همدوسی متقابل میان اتم

ها در  سایر کلاس نامه  با واژه  نامه هاي یک واژه  و نیز همدوسی میان اتم

بیان شده است. همانطور که گزارش شده است نتایج  (10)جدول 

دیده به کمک الگوریتم  نامه آموزش مترهاي همدوسی براساس واژهپارا

که در آن  OMPبر روش تعقیب تطابق متعامد  بازنمایی تنک مبتنی

تر از سایر  ها لحاظ نشده است پایین دوسیمقیدي بر روي مقدار ه

که  LARCباشد. با بکارگیري روال بازنمایی تنک  ها می الگوریتم

داده عمل نموده و در آن تنها -سی اتمبراساس افزایش قید همدو

داده بیشتر از حد معینی باشند -هایی که داراي قید همدوسی اتم اتم

شوند، نتایج این پارامتر افزایش  نامه شرکت داده می در تشکیل واژه

گردد.  داشته است که موجب کاهش خطاي بازسازي سیگنال می

یار تاثیرگذار است بند بس کاهش این خطا در بازنمایی گام تست دسته

زیرا انرژي بازنمایی درست را افزایش داده و به تشخیص درست کلاس 

نامه به  پردازش واژه نماید. با افزودن گام پس داده ورودي کمک می

نامه تا  هاي واژه ، همدوسی اتمETFهاي  نامه منظور دستیابی به واژه

ها تا حد ممکن به  نامه واژه  یابد زیرا ماتریس گرام  حد ممکن کاهش می

شود. مقدار این پارامتر همدوسی با توجه  ماتریس یکه واحد نزدیک می

( محاسبه شده است. در روش پیشنهادي از گام تصحیح 4به رابطه )

ها نیز استفاده شده است. در این  هاي سایر کلاس ها با توجه به اتم اتم

شود  نامه مرکب انجام می گام بازنمایی تنک داده هر کلاس بر روي واژه

ها که انرژي بازنمایی زیادي  هاي سایر کلاس نامه هاي واژه و سپس اتم

شوند تا امکان  نامه حذف می در کدکردن داده کلاس مجاور دارند از واژه

هاي تست به حداقل میزان ممکن  بندي داده بروز خطا در گام دسته

براي هر  35/0ردید به برسد. میزان این حد انرژي همانطور که بیان گ

دهد که روش پیشنهادي  نامه تنظیم شده است. نتایج نشان می سه واژه

شود  که هر سه گام تصحیح میزان پارامتر همدوسی را شامل می

 توانسته است به مقادیر مطلوب همدوسی دست پیدا نماید.

 

 

 

 گیری نتیجه -6

تصویر است  پردازش مهم عملکردهاي  یکی از زمینه کاربردهاي پزشکی

به منظور  ياهمیت، در این مقاله به ارائه راهکاراین و به جهت 

پرداخته شده است. در روش پیشنهادي از  بندي تومورهاي مغزي دسته

نامه به منظور محاسبه  هاي بازنمایی تنک و یادگیري واژه تکنیک

هاي حاصل از این  و از ویژگی شود بهره گرفته میهاي فراکامل  مدل

د. روال گرد استفاده می برپایه مدل بند در طراحی یک دسته مفاهیم

ها موجب  اتم تصحیحها و نیز گام  نامه پیشنهادي به منظور آموزش واژه

ها سه ویژگی بیشترین  د که در آنگرد می فراکاملی هاي یادگیري مدل

هاي یک  ها و داده، کمترین همدوسی میان اتم همدوسی میان اتم

نامه  هاي یک واژه مترین میزان همدوسی میان اتمنامه و نیز ک واژه

. استخراج ویژگی در رعایت شده استنامه دیگر  هاي واژه نسبت به اتم

بر بافت و پارامترهاي آماري  هاي مبتنی این مقاله به کمک ویژگی

 گردیده است.مختلفی انجام شده و نتایج با یکدیگر مورد مقایسه قرار 

هاي آماري مبتنی بر  شد که ترکیب ویژگیدر نهایت این نتیجه حاصل 

رخداد سطوح خاکستري در کنار ویژگی الگوي  ها و ماتریس هم مومنت

دار توانسته است تا نتایج  باینري محلی و هیستوگرام گرادیان جهت

بندي تومورهاي مغزي مشاهده شده در  تري را به منظور دسته مناسب

بر شبکه عصبی و ماشین  تنیبندهاي مب آي نسبت به دسته آر تصاویر ام

 بردار پشتیبان بدست دهد.
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1 Probabilistic neural network (PNN) 
2 Astrocytoma 
3 Meningioma 
4 Metastatic bronchogenic carcinoma 
5 Sarcoma 
6 Gray level co-occurrence matrix (GLCM) 
7 Levenberg Marquart 
8 Fast discrete curvelet transform 
9 Radial basis function 
10 K-nearest neighbor (K-NN)  
11 Spatial K-means clustering 
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12 Tomography 
13 Support vector machine  
14 Gray-Level Run-Length Matrix (GRLM) 
15 Patch 
16 Redundancy rate 
17 K-sparse 
18 Cardinality 
19 K-Singular value decomposition 
20 Orthogonal Matching Pursuit 
21 Local binary pattern (LBP) 
22 Histogram of oriented gradients (HOG) 
23 Contrast 
24 Homogeneity 
25 Dissimilarity 
26 Correlation 
27 Entropy 
28 Moment 
29 Rotation-invariant 
30 Meningioma 
31 Glioma 
32 Pituitary 
33 Dictionary learning 
34 Cardinality 
35 Under-determined 
36 Least angle regression with coherence criterion (LARC) 
37 Least-angle regression (LARS) 
38 Residual coherence 
39 Source confusion 
40 Source distortion 
41 K-Singular value decomposition 
42 Gram matrix 
43 Iterative projection and rotation (IPR) 
44 Frobenius norm 
45 Orthogonal 
46 Classification accuracy rate 
47  Rotation invariance 
48 Equiangular tight frames 
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