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 با بهره گیری از یادگیری چند نمونه ایطبیعت ویر ابازیابی تعاملی تص
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مترین . مهاستمطرح در حوزه بازیابی تصویر در سال های گذشته مهم زیابی تصویر مبتنی بر محتوا از رویکردهای با :چکیده

د در و معانی سطح بالا موجو چالش فراروی این رویکرد عبارت است از وجود فاصله معنایی میان ویژگی های بصری سطح پایین

ای رائه شده برهای ا به عنوان دو نمونه از مهمترین روش ،و یادگیری از کاربر در چرخه بازیابی تصویر تصاویر. بازیابی مبتنی بر ناحیه

 ست کهان یادگیری چند نمونه ای از جمله رویکردهای جدید مطرح در حوزه یادگیری ماشی کاهش فاصله معنایی به شمار می روند.

 ینادر  بستر مناسبی برای بهره گیری همزمان از دو روش پیش گفته برای کاهش فاصله معنایی فراهم می آورد. بر این اساس

یر بی تصاومایش و بازیادر حوزه نروش پیشنهادی  یک روش بازیابی تصویر مبتنی بر یادگیری چند نمونه ای ارائه می شود. پژوهش

شده  آزمون CORELتصویر مستخرج از مجموعه  3000یک پایگاه داده تصویری مشتمل بر بر روی  وشده پیاده سازی طبیعت 

 نشان می دهد.پیشنهادی نتایج بدست آمده دقت قابل قبولی را برای روش  است. 

 

 

 بازیابی تصویر، یادگیری چند نمونه ای، بازخورد ارتباط، فاصله معنایی، پایگاه داده تصویری :کلیدی کلمات
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 مقدمه -1
رویکردهاای مرارد در زاوزه    جمله از  1بازیابی تصویر مبتنی بر محتوا

 رویکرد . در این[2، ][1]استدر طی سال های گذشته زیابی تصویر با

 2فرایند شاخص گذاری و بازیابی تصاویر بر اساس ویژگی هاای بصاری  

تارین مزیات ایان     بافت انجام می شود. مهم و سرح پایین نظیر رنگ

 رویکرد قابلیت استخراج بردارهای ویژگی تصاویر بصورت خودکار مای 

م وجود بازیابی مبتنی بار محتاوا باا چالشای مها     . با این [4[،]3]باشد

میاان   3مواجه است. این چالش عبارت اسات از وجاود فاهاله میناایی    

ویژگاای هااای بصااری ساارح پااایین و میااانی ساارح بااا  موجااود در  

 . بخش قابل توجهی از تحقیقات هورت گرفته در زوزه[6]،[5]تصاویر

 فاهاله میناایی  جهت کاهش ایان  بازیابی تصویر مبتنی بر محتوا ، در 

 این مساله همچنان به عنوان یک موضوع پژوهشی مهماما بوده است. 

 .[10،][9[،]8]،[7]مورد توجه محققین است

[ و یاادگیری از کااربر در چرخاه بازیاابی     8] 4بازیابی مبتنی بر نازیاه 

ای [ به عنوان دو نمونه از مهمترین روش های ارائه شده بار 11تصویر]

بازیاابی بار اسااس    در روش شمار مای روناد.    کاهش فاهله مینایی به

موجاود در  اهلی ، نوازی  5با استفاده از روش های تقریع تصویرنازیه 

تصاویر شناسایی می شود و بازیابی بر اساس ایان ناوازی انجاام مای     

 . [45] ،[13]،[12]گیرد

دیگار روش مهام مرارد     ،یادگیری از کاربر در چرخه بازیاابی تصاویر  

یناایی و افازایش دقات بازیاابی محساو  مای       جهت کاهش فاهاله م 

، 6باطارت . در این روش کاربر با ارائه بازخوردهای[46، ][15[،]14]شود

 مرلوبیت میناایی نظرات خود را در مورد طی جلسات مختلف بازیابی، 

سیساتم باا    . ساس  تصاویر بازیابی شده توسط سیستم اعلام می کند

ظر نمن شناسایی مفهوم مورد ض ،استفاده و یادگیری از این بازخوردها

سااس  ادقت خود را افزایش می دهد. بنابراین بازیابی تصویر بار  کاربر، 

مای تاوان باه عناوان یاک مسااله یاادگیری تلقای         را بازخورد ارتباط 

 . به این ترتیب روش مذکور زمینه مناسبی برای بهره گیاری [15]کرد

راهم مای  در زاوزه بازیاابی تصاویر فا     7از روش های یادگیری ماشاین 

  .[18]،[17]،[16]آورد

در زاوزه   جدیاد مرارد  ی هارویکرداز جمله  8یادگیری چند نمونه ای

همزماان از دو   اساتفاده یادگیری ماشین است که بستر مناسبی برای 

روش پاایش گفتااه باارای کاااهش فاهااله مینااایی فااراهم ماای        

یااااادگیری چنااااد نمونااااه ای مجموعااااه در .[20]،[19]آورد

هر بسته می تواناد  است .  10اد زیادی بستهمشتمل بر تید9آموزشی

شامل تیداد متفاوتی از نمونه ها باشد و هار نموناه توساط یاک     

 بردار ویژگی نمایش داده می شود.

در این مقاله یک روش بازیابی تصویر مبتنی بار یاادگیری چناد    

روش پیشنهادی مشتمل بر ساه مللفاه    نمونه ای ارائه می شود.

اساتقلال  و وازد بازیاابی.  یادگیرنده ازد و، تبدیل اهلی است: وازد

می را در مدل پیشنهادی بوجود  مناسبینسبی این سه مللفه انیراف 

گونه ای که امکان بازطرازی آنها و بکارگیری روش های جدید  به آورد

 دارد.  در هریک از این مللفه ها وجود

ساته  ابتدا در وازد تبدیل تصاویر پایگااه داده باه ب  در مدل پیشنهادی 

 های آموزشی مورد نیاز در یادگیری چند نمونه ای تبدیل مای شاوند.  

ای عملیات یادگیری از کاربر، بر اسااس بازخوردها  در وازد یادگیرنده 

 در چارچو  یادگیری چند نموناه ای انجاام مای شاود.    دریافتی از او، 

برای انجام یاادگیری چناد نموناه ای در مادل پیشانهادی از روشای       

ل شده که قادر است با بهره گیری از تیداد کمی مثاا استفاده منیرف 

در قالب یک مفهوم مورد نظر کاربر را شناسایی نموده و  11های آموزشی

در ایان روش ابیااد فضاای    . در فضای ویژگای نماایش دهاد    12ابرمکیب

 .ویژگی بر اساس بازخوردهای دریافتی از کاربر وزن دهای مای شاوند   

 ندر تشخیص شباهت میاش گفته به همراه ابرمکیب پیاین وزن دهی 

و رتبه بندی تصاویر پایگاه  13پایگاه داده و تصویر مورد نظر کاربرتصاویر 

  می گیرد. داده مورد استفاده قرار

یگااه  مدل پیشنهادی در وازد بازیابی برای انجام رتبه بندی تصاویر پا

ر داده از یک الگوریتم دو مرزلاه ای بهاره مای بارد. ایان الگاوریتم د      

د ی نمایمزله اول کلیه تصاویر پایگاه داده را به دو گروه اهلی افراز مر

 و پ  از انجام این رتبه بندی باین گروهای در مرزلاه دوم باا انجاام     

ا رنوعی رتبه بندی درون گروهی با دقت مناسبی تصااویر پایگااه داده   

 در روش پیشنهادی برای شاخص گذاری تصاویر .رتبه بندی می نماید

نوازی داخل تصویر اساتفاده   14یمکاندو ویژگی رنگ و روابط از ترکیب 

ساختار داخلی سه مللفه مادل پیشانهادی در ایان مقالاه     شده است. 

ا برای بکارگیری درزوزه های کاربردی که نیازمناد بازیاابی تصاویر با    

 دساته تصاویر مای باشاند، نظیار      15تاکید برساختار کلی و   پ  زمینه

هرچند با بازنگری در سااختار   مناسب است.، 17و بازیابی هحنه ها 16بندی

دی داخلی سه مللفه این مدل می توان از آن در سایر زوزه های کاربر

نیز استفاده کارد. در ایان مقالاه از روش پیشانهادی بارای نماایش و       

بازیابی تصاویر طبییت استفاده شده است. نتاای  بدسات آماده دقات     

 قابل قبولی را برای این روش نشان می دهد.

این مقاله در شش بخش تادوین شاده اسات. در بخاش دوم پیشاینه      

ی تحقیق ارائه می شود. بخش سوم در بر گیرنده تیریف مساله یادگیر

ارم . در بخش چهاست زوزه بازیابی تصویرو رابره آن با  چند نمونه ای

یری روش پیشنهادی برای بازیابی تیاملی تصویر با بهره گیری از یاادگ 

 یرفی می شود. نتای  زاهل از پیاده ساازی و آزماون  چند نمونه ای م

این روش در بخش پنجم ارائه می شود. نتیجه گیاری و توسایه هاای    

 آتی این تحقیق در بخش ششم میرفی می شود.

 

 پیشینه تحقیق -2
و  Dietterichن باار توساط   یمساله یادگیری چند نموناه ای نخسات  

. انرباا   [21]شاد  همکارانش در زوزه داروساازی میرفای و اساتفاده   

قابلیت های یادگیری چند نمونه ای با نیازهای زاوزه بازیاابی تصاویر    

موجب جلب توجه محققین این زوزه و انجاام تالاش هاای گساترده     
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 برای استفاده از یادگیری چند نمونه ای در زوزه بازیابی تصاویر شاد.  

در ادامه این بخش مهمتارین روش هاای بازیاابی تصاویر مبتنای بار       

 ری چند نمونه ای مورد بررسی قرار می گیرد.یادگی

 Maron 18علاوه بر میرفی روش   و همکارانشDD    برای زال مسااله

اویر بندی و بازیابی تص دستهیادگیری چند نمونه ای از این روش برای 

برای  SBN 19درپژوهش مذکوراز روش  .[36]استفاده کرده اندطبییت 

ماورد نیااز در یاادگیری چناد      20تولید بسته هاینازیه بندی تصاویر و 

ه در این روش هر تصویر بصورت ایستا با نمونه ای استفاده شده است. 

نازیه مشخص تقسیم می شود و از ترکیب دو ویژگی رنگ و رواباط   9

 مکانی نوازی برای نمایش تصاویر استفاده شده است. 

بارای بازیاابی تصاویر    از روش یاادگیری چناد نموناه ای    نیز  [23]در

ه و تصاویر به تصااویر سایا  کلیه . در این روش ابتدا ه شده استاستفاد

بیسات  باه  بصورت خودکاار  سفید تبدیل می شوند و سس  هر تصویر 

هار یاک از ایان     .زیاد تقسایم مای شاود    21با همسوشانینازیه مشخص 

یاک بساته آموزشای در    تشاکیل دهناده   نوازی به عنوان نمونه هاای  

در ایان روش  قارار مای گیارد.     یادگیری چند نمونه ای مورد استفاده

 برای انجام یاادگیری چناد  از آن  DDضمن اعمال تغییراتی در روش 

 استفاده شده است. ونه ایمن

سیی شده است تا باا  ،  Maron دیگر ضمن توسیه روش یدر تحقیق

یادگیری چند نمونه ای انجام برای  DD-EM 22 [24]استفاده از روش 

 23، نظیر تبدیل موجکدازش تصویرو بهره گیری از روش های مختلف پر

ویاا  در تحقیق مذکور از روشی پ. [25]دقت بازیابی افزایش داده شود ،

اده برای نازیه بندی تصاویر و تبدیل آنها به بسته های آموزشی اساتف 

شده است. همچنین برای نمایش تصااویر در ایان روش از ترکیاب دو    

 ویژگی رنگ و بافت بهره گیری شده است. 

Chen  از ترکیاب روش هاای   با استفاده  [26]همکارش در وDD   و

بارای یاادگیری    SVM-DDدر قالاب روش    24 ماشین بردار پشتیبان

 دساته بندی تصااویر در   دستهچند نمونه ای، چارچو  مناسبی برای 

وه بار  [ عالا 27]. درنموده اندنها ارائه آهای چندگانه و بازیابی مینایی 

ه ای از اله یادگیری چند نمونا برای زل مس MI-SVM میرفی روش

در ایان مادل از   این روش برای بازیابی تصاویر اساتفاده شاده اسات.    

. ماشین بردار پشتیبان  به عنوان رویکرد اهلی بهره گیری شده اسات 

برای نازیه بندی  BlobWorld [13]از روش  همچنین در این مدل

 بارای  BlobWorldدرروش تصاویر اساتفاده شاده اسات.    و نمایش 

از خوشه بنادی پیکسال هاای تصاویر بار اسااس       نازیه بندی تصاویر 

 ویژگی های رنگ و بافت استفاده شده است. 

Zhang  روشی مبتنی بر یادگیری چند نمونه  [28]در نیز و گروهش

ای برای شناسایی و بازیابی تصاویری کاه در بایش از یاک نازیاه باا      

ر پاژوهش ماذکور   د .کارده اناد  تصویر مورد نظر شباهت دارناد ارائاه   

در انجام مای گیارد.    25MSE یادگیری چند نمونه ای بر اساس مفهوم 

این مدل برای پردازش بازخوردهای دریاافتی از کااربر از یاک شابکه     

همچنین درایان تحقیاق از   عصبی سه  یه ای بهره گیری شده است. 

جهت نازیه بندی خودکاار تصااویر اساتفاده شاده     WavSegروش  

 .است

 Rahmani [ از یادگیری چناد نموناه ای بارای    19]همکارانش در و

گروه  این ء مختلف استفاده کرده اند.بندی و بازیابی تصاویر اشیا دسته

ن یک بانک اطلاعاتی از تصاویر اشیاء مختلف در موقییت های گونااگو 

برای ارزیابی کاارایی روش خاود    26را تدوین و آن را به عنوان یک محک

ته هاای  گروه برای نازیه بندی تصاویر و تولید بساین  ارائه نموده اند.

استفاده کرده اناد.    27HSI نمونه ای از روش مورد نیاز در یادگیری چند

ز روش علاوه بر این آنها برای انجام عملیات یادگیری چند نمونه ای  ا

Ensemble-EMDD   ه شاکل توسایه یافتاه    استفاده نموده اناد کا

 تلقی می شود.  EMDDروش 

ناه ای بارای   [ نیز از یادگیری چناد نمو 20] CkNN-ROIدر روش 

در تحقیاق ماذکور بارای     بازیابی تصاویر طبییت استفاده شاده اسات.  

[ ، که 29] Citation-kNN   انجام یادگیری چند نمونه ای از روش

مبتنی بر ایده نزدیک ترین همسایگی هاا مای باشاد،  اساتفاده شاده      

ا ه بندی تصاویر و تبدیل آنها همچنین در این تحقیق برای نازیاست. 

 Maronدر مادل   SBNاز روشی مشابه روش به بسته های آموزشی 

 CkNN-ROIبهره گیری شده است. نتای  گزارش شده بارای روش  

 نشانگر کارایی مناسب این روش می باشد.

 Zhou  یک مدل مبتنی بر یادگیری چند نمونه  [30]و همکارانش در

ام در ایان مادل بارای انجا    ئاه نماوده اناد.    ای برای بازیابی تصاویر ارا

در استفاده شده است. همچنین  DDیادگیری چند نمونه ای از روش 

جهت نازیه بندی تصاویر و تولیاد   ImaBagروشی بنام مذکور مدل 

بسته های آموزشی میرفی شده است. مرابق این روش پیکسال هاای   

خوشاه   28SOMموجود در هر تصویر با استفاده از یاک شابکه عصابی    

بندی می شوند و در نهایت بر اساس خوشه های تولیاد شاده ناوازی    

 . علاوه بر تحقیقات فو  فیالیت هاای مشاابه  تصویر شناسایی می شود

 دیگری نیز در زمینه استفاده از یادگیری چناد نموناه ای در سیساتم   

های بازیابی تصویر توسط محققین هورت گرفته اسات و پاژوهش در   

 [.34]و[33،][32[،]31] دامه دارداین زمینه همچنان ا

بررسی دقیق تر روش های پیش گفته دو عامال مهام را کاه موجاب     

دهد،  کاهش دقت بازیابی در اکثر این روش ها گردیده است نشان می

قالاب   نمایش مفهوم مورد نظر کاربر درالف( :این دو عامل عبارتند از 

د سایاری از ماوار  تک نقره ایده آل در فضای ویژگی، در زالی که در ب

مفهوم مورد نظر کاربر میاادل یاک نازیاه خاا  در فضاای ویژگای       

نیاز به مثال های آموزشای متیادد در ابتادای فرایناد       ( [.28است]

 وپارس   در قالببازیابی، در زالی که در ابتدا فقط یک مثال آموزشی 

ر بارای دو  بار ایان اسااس ارائاه راهکاا      .[19]کاربر موجود است 29جوی

پژوهشای مارتبط تلقای     چالش هایمذکور یکی از مهم ترین  نارسایی

 .[34]،[31]،[20]می شود
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 یادگیری چند نمونه ای -3
کاه در   اسات  30نظارت با  یادگیری ترمدل کلیای  چند نمونه یادگیری

هار بساته   اسات .   32مشتمل بر تیداد زیادی بسته 31مجموعه آموزشی آن

ط یک شد و هر نمونه توسا باهنمونه  از شامل تیداد متفاوتی تواندمی 

  یاادگیری  ناوع  ایان بناابراین در   بردار ویژگی نمایش داده مای شاود.  

هار نموناه برچساب مساتقل نادارد بلکاه       برخلاف یادگیری بانظاارت  

برچسب در سرح بسته موجود اسات. مراابق رویکارد رایا  در روش     

 های ارائه شده برای یادگیری چند نمونه ای یک بسته دارای برچساب 

)  33نفی است اگر هیچیک از نمونه های موجود در آن به مفهوم هادف م

. همچنین یاک بساته   دمرتبط نباش مفهوم مورد نظر جهت یادگیری (

دارای برچسب مثبت است اگر زداقل یکی از نموناه هاای موجاود در    

ناه  . به این ترتیب امکان وجود نمو[22]آن با مفهوم هدف مرتبط باشد

هدف زتی در بساته هاای مثبات وجاود دارد.     های نامرتبط با مفهوم 

چالش اساسی در مسأله یاادگیری چناد نموناه ای شناساایی      بنابراین

نمونه های مرلو  در هریک از بسته های مثبت و تشخیص مفهاومی  

هدف یادگیری چناد نموناه ای    است که توسط آنها توهیف می شود.

ساب  کسب دانش در مورد مفهوم میرفی شده توسط بساته هاای برچ  

ته گونه ای که با بهره گیری از این دانش بتاوان بسا   به استزده شده 

 .[24]های جدید را بر اساس نمونه های موجود در آنها برچسب زد

از  نمونه ای نسبت به سایر روش های یادگیری جایگاه یادگیری چند

بصورت ، منظر میزان ابهام در مثال های آموزشی مورد استفاده 

می توان  است. چنانکه در شکل ملازظه می شودقابل نمایش  1شکل

تلقی  34یادگیری چند نمونه ای را نوعی یادگیری شبه نظارت شده

ری در این نوع یادگیاین امر از آنجا ناشی می شود که   [35]کرد

برچسب فقط در سرح بسته وجود دارد و در سرح نمونه برچسبی 

 .نیستموجود 

 
ه ای نسبت به سایر روش های نمون جایگاه یادگیری چند (:1)شکل

 [47]یادگیری 
 

مونه وابستگی برچسب هر بسته به ن نحوه چند نمونه ای یادگیری در 

رای   نامیده می شود. در مدل 35های آن فرض پایه ای چند نمونه ای

ی میادگیری چند نمونه ای فرض پایه ای مذکور به هورت زیر مررد 

 :[22]شود

ل لقی می شود اگر و فقط اگر زداقت تیک بسته به عنوان بسته مثب -

 یکی از نمونه های موجود درآن مثبت باشد.

ک بسته به عنوان بسته منفی تلقی می شود اگر و فقط اگرکلیه  ی -

 نمونه های موجود در آن منفی باشند.

و سه بسته ( 1،2،3،4،5)ن  بسته مثبت پ مثالی از 2شکل

و تک نقره ایده در آنها  را به همراه نمونه های موجود (6،7،8)منفی

در این شکل نقاط با شماره در فضای دو بیدی نشان می دهد. آل 

های مشابه میرف نمونه های موجود در هر بسته می باشند. چنانکه 

( زداقل یک 1،2،3،4،5ملازظه می شود تمامی بسته های مثبت )

له بر این اساس مسا نمونه نزدیک نقره ایده آل در فضای ویژگی دارند.

که  b h یادگیری چند نمونه ای عبارت است از ایجاد فرضیه ای مانند

برچسب )مثبت یا منفی( یک بسته جدید را بر اساس  تییینوظیفه 

مساله یادگیری چند نمونه ای بصورت  1تیریفدر  نمونه های آن دارد.

رسمی میرفی گردیده است. همچنین فرض پایه ای مدل رای  

 ارائه شده است. 2تیریف در یادگیری چند نمونه ای 
 

 
 دو بعدیویژگی یادگیری چند نمونه ای در فضای  (:2)شکل

 

فضای بسته   =I2B فضای نمونه ها، Iاگر  .1تعریف 

},{،36ها FT و ها برچسب مجموعه >E=<Bag,Label  
که   به هورتی مثال های آموزشی باشد  مجموعه

},...,1,{ UiBBagBagBag ii  موعه ای ازمج U و بسته 

},...,1,{ UiLabelLabelLabel ii   مجموعه برچسب

ای  آنگاه مساله یادگیری چند نمونه های منتسب به بسته ها باشد،

Bhbبصورت عبارت است از ایجاد یک فرضیه که می تواند  :

 برچسب بسته های ناشناخته را تییین نماید.

 ،چند نمونه ای رای   یادگیری دلم پایه ای فرض براساس .2تعریف

ه هدف میادل تک نقره ایده آل در فضای ویژگی است به گونمفهوم 

یچ ای که هر بسته مثبت زداقل یک نمونه نزدیک آن نقره دارد و ه

 بسته منفی نمونه ای نزدیک آن ندارد. 

 یرونه ای و بازیابی تصویادگیری چند نم -3-1
 تصویر بار اسااس باازخورد کااربر     چنانکه پیش از این ذکر شد بازیابی

یکی از مهمترین رویکردهای مرارد بارای کااهش فاهاله میناایی و      

در بازیابی تیاملی تصویر، کاربر با ارائه [. 14]استافزایش دقت بازیابی 

بازخوردهای مناسب فرایند بازیابی را هدایت می نمایاد. در ایان ناوع    

ت برچسب به هر یک از بازیابی بازخوردهای مرتبط یا غیر مرتبط بصور

مورد نظر خود  مفهوم  کاربر در هورت وجود تصاویر منتسب می شود.
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به آن برچسب مثبت منتسب می کناد و در  بازیابی شده در هر تصویر 

غیر این هورت به تصویر برچسب منفی می دهاد. بناابراین باا وجاود     

باه   تنهاا بویژه در برخی کاربردها نظیر پزشاکی و نظاامی،    ،آنکه کاربر

نازیه خاهی از تصویر نظر دارد بر چسب مثبت یاا منفای را باه کال     

ماورد نظار    مفهاوم این امار شناساایی   . [20]تصویر منتسب می نماید

و افات دقات بازیاابی را    کناد   کاربر در تصویر را با مشکل مواجه مای 

چالش مهم فراروی این سیستم های بازیابی  بنابراین. موجب می شود

) وجه مشترک تصاویر مثبات (   یه مورد نظر کاربرتصویر شناسایی ناز

 .می باشدبر مبنای بازخوردهای دریافتی از او 

ن یک هر نازیه از تصویر به عنوان یک نمونه و کل تصویر به عنوا اگر 

 می توان از یادگیری چناد نموناه ای باه عناوان راه    تیریف شود بسته 

و ضامن   اساتفاده کارد  پایش گفتاه   زلی مناسب بارای رفاع چاالش    

ول اویر مشابه را باا دقات قابال قبا    شناسایی نازیه مورد نظر کاربر تص

براین اساس بارای بهاره گیاری از یاادگیری چناد       .[30]ازیابی نمودب

ای نمونه ای در زوزه بازیابی تصویر، استفاده از روش های مناساب بار  

ی سات. براورکل  ا نازیه بندی تصاویر و تبدیل آنها به بسته ها الزامای 

دگیری یابدیل آنها به بسته های مورد نیاز نازیه بندی تصاویر و تبرای 

زیه چند نمونه ای دو رویکرد اهلی مررد است: نازیه بندی ایستا و نا

 . در نازیه بندی ایساتا هار تصاویر باه تیاداد وابات و      [25]بندی پویا

ر د. بناابراین  افراز می شاود ، با امکان همسوشانی ، مشخصی از نوازی 

ی ما صاویر به بسته هایی با تیداد نمونه های یکسان تبدیل این روش ت

و پا    شوند. در کاربردهایی که بازیابی تصویر با تاکید بر ساختار کلی

زمینه تصااویر ماورد نظار اسات از ایان رویکارد اساتفاده مای شاود          

ر تا [. در نازیه بندی پویا با استفاده از روش هاای پیچیاده   36]،[23]

یر شناساایی مای شاود. در ایان رویکارد،      نوازی موجود در هار تصاو  

 دربرخلاف نازیه بندی ایستا، تیداد ناوازی و موقییات مکاانی آنهاا      

 تیداد تصویر وابت نیست. بنابراین در این روش تصاویر به بسته هایی با

ویر . در کاربردهایی که بازیابی تصا نمونه های متفاوت تبدیل می شوند

د ر ماورد نظار اسات از ایان رویکار     با تاکید بر اشیاء موجود در تصااوی 

 .[28]،[25]،[19]استفاده می شود
 

 روش پیشنهادی -4
 

روش پیشنهادی در این تحقیق مشتمل بار ساه مللفاه اسات: وازاد      

ایان   ، وازد بازیابی. ساختار درونی هر یاک از یادگیرندهوازد ، تبدیل 

سه مللفه مستقل از سایر مللفه هاا مای باشاد. ایان اساتقلال امکاان       

د. روش های متنوع در هر یک از مللفه ها را فراهم مای آور  ارگیریبک

  بر این اساس مدل پیشنهادی از انیراف قابل قبولی برخوردار است.

ساختار کلی مدل پیشنهادی و نحوه تیامل مللفاه هاای آن را    3شکل

در این شکل وازاد تبادیل کلیاه تصااویر پایگااه داده       نشان می دهد.

 ، به بسته های آموزشی مورد نیاز  37رون خطبصورت ب تصویری را،

 

ازاد  علاوه بر ایان در و  برای یادگیری چند نمونه ای تبدیل می نماید.

تبدیل عملیات تبدیل تصویر درخواستی به بساته متنااظرش بصاورت    

انجام می شود. وازد یادگیرنده براساس بازخوردهای دریافتی از  38برخط

وده و ورد نظر کاربر را شناسایی نما کاربر و اطلاعات بسته ها، مفهوم م

 در قالب ابرمکیب مرلو  و وزن های مناسب برای ابیاد فضای ویژگی

ویر از تص در اختیار وازد بازیابی قرار می دهد. وازد بازیابی با استفاده

ایگاه پدرخواستی کاربر و اطلاعات دریافتی از وازد یادگیرنده، تصاویر 

ساس  براسااس رتباه بنادی ماذکور      داده را رتبه بنادی مای نمایاد.    

 ومجموعه ای از تصاویر مشابه با تصویر درخواستی بازیاابی مای شاود    

 جهت اعلام نظر به کاربر عرضه می گردد. این چرخه تا زصول رضایت

 یابد. کاربر بصورت تکراری ادامه می

 احد تبدیلو -4-1
یادگیری چند نمونه ای فرایناد یاادگیری بار اسااس بساته هاای       در 

وزشی انجام می شود. بنابراین برای استفاده از یادگیری چند نموناه  آم

. [30]ای در زوزه بازیابی تصویر تبدیل تصاویر به بسته ها الزامی است

 در این راستا هر تصویر به عنوان یک بساته و اجازاء تشاکیل دهناده    
تصویر به عنوان نمونه های آن بسته در نظر گرفته می شود. در مادل  39

تبدیل تصاویر پایگاه داده به بسته ها به عنوان نوعی پایش   پیشنهادی

خاط انجاام مای شاود. اماا در ماورد تصاویر        پردازش و بصورت برون 

درخواستی کاربر،  زم است این عملیات بصاورت بارخط اجارا شاود.     

برور کلی در مدل پیشنهادی تبدیل تصاویر به بسته ها بر اساس یکی 

 انجاام  مای شاود. ایاده     SBN   40 مبناا  [36]از رویکردهای مررد در

رنگای موجاود در تصااویر پایگااه      41اهلی این رویکرد توجه به الگوهای

چند تصاویر از کوهساتان برفای را باه هماراه       4داده می باشد. شکل 

 الگوی رنگی مشترک میان آنها نشان می دهد.  

 
 ساختار کلی مدل پیشنهادی (:3)شکل

 

دی بکارگیری درزوزه های کاربر مدل پیشنهادی در این مقاله برای

ویر ه تصکه نیازمند بازیابی تصویر با تاکید برساختار کلی و پ  زمین

 بندی و بازیابی هحنه های طبییت( تدوین  دستهمی باشند)نظیر 
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 برای تبدیل تصاویر به SBNگردیده است. به همین دلیل از روش 

 بسته های آموزشی استفاده شده است.

 42بتنی بر ترکیب دو ویژگی رنگ و روابط مکانیکه م SBNدر روش 

دا نوازی داخل تصویر است، برای تبدیل هر تصویر به یک بسته ابت

این عملیات با  بر روی تصویر انجام می شود. 43عملیات هموارسازی

 صویراستفاده از یک فیلتر گوسی انجام می شود. پ  از هموارسازی ت

پیکسلی   8×8آن به یک تصویر  تصویر و تبدیل  44عملیات تغییر اندازه

صویر  پیکسلی از ت  2×2انجام می شود. در این روش هر زیر مجموعه  

 نامیده می شود. blob color پیکسلی به دست  آمده یک   8×8

برای تبدیل اجزاء تشکیل دهنده تصویر به نمونه های  SBNدر روش 

ورد به هماراه چهاار همساایگی آن ما     blobموجود در یک بسته، هر 

  9پیکسلی تنهاا   8×8استفاده قرار می گیرد. از آنجا که در یک تصویر 

blob     دارای همسایگی های کامل با ، پایین، چا  و راسات موجاود

در نظر گرفته می شاود   blob 9است، در این روش از هر تصویر فقط 

نازیه افراز می شود. به این ترتیب هر تصویر  9و بنابراین هر تصویر به 

نمونه می شود که هر نمونه نمایناده   9به یک بسته مشتمل بر  تبدیل

  یک بخش از تصویر است. در مدل پیشنهادی در این بخش هر نمونه

)blob( 15 <در قالب یک بردار ویژگی پانزده بیدی بصورت,…,x1x<

باه ترتیاب میارف      3xو 1x ،2xتوهیف می شود. در این بردارمقاادیر   

می باشاند.   blobپیکسل های موجود در  Bو R  ،Gمیانگین مقادیر 

،  R سایر مللفه های این بردار میرف میزان اختلاف میانگین مقاادیر  

G  وB  پیکسل های موجود درblob    با موارد متنااظر در همساایگی

( 1می باشند. این مللفه هاا بار اسااس رابراه )     blobچهارگانه های 

 محاسبه می شوند.
 

 
 ک میان چند تصویرالگوی رنگی مشتر(:  4)شکل

 
 
 

)}(13),(10),(7),(4{ RightLeftDownUpi     )1(   

ii

ii

ii
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MGXX

MRXX











32

21

1

 

 

باه ترتیاب عبارتناد از میاانگین      iMBو iMR  ،iMG (1در رابراه) 

هاااای   blobپیکسااال هاااای موجاااود در  Bو  R  ،G مقاااادیر

ی گی را مرابق مقادیر ارائه شده مشخص مینوع همساi همسایه)مقدار 

یگی این روش در تبدیل تصاویر به بسته ها به همساا  کند(. از آنجا که

 ها نیز توجه می کناد بناابراین باا اساتفاده از ایان روش       blobهای 

روابط مکانی بخش هاای مختلاف تصاویر محفاون ماناده و در باردار       

ویژگی لحان می شود. بر این اساس در مجموعه تصاویری که ترکیاب  

تبییات مای   ، 4ند مثال شکل ، مانبندی رنگی آنها از الگوهای خاهی 

 .[36[، ]25]کند روش پیش گفته از عملکرد مناسبی برخوردار است

 

   واحد یادگیرنده -4-2
 وظیفه وازد یادگیرنده در مدل پیشنهادی شناسایی مفهوم مورد نظار 

 باشاد.  بازخوردهای دریافتی از او مای بهره گیری از کاربر در تصاویر با 

ی  مارچو  یادگیری چند نمونه ای انجام این وازد وظیفه خود را در چ

 مارتبط بسته های متناظر با تصاویری که توسط کاربر برچساب  دهد. 

ری خورده اند به عنوان بسته های مثبت و بسته های متناظر با تصااوی 

ورودی های سب نامرتبط خورده اند به عنوان بسته های منفی چکه بر

 م ماورد نظار کااربر را   مفهاو این وازاد  را تشکیل می دهند. این وازد 

در فضای ویژگی ارائه می  45ابرمکیب مرلو شناسایی نموده و در قالب 

دهد. دومین خروجی این وازد عبارت است از وزن های تییاین شاده   

 شرو برای هر یک از ابیاد فضای ویژگی بر اساس میزان اهمیت آنهاا . 

ی پیشنهادی در این پژوهش برای زل مساله یاادگیری چناد نموناه ا   

مرزله مقدماتی شاامل   است. دو مرزله مقدماتی و تکمیلیمشتمل بر 

 شناسایی نمونه های مرلو  از بسته های مثبت و نمایش مفهوم مورد

بیادی مای باشاد. در     nنظر در قالب یک ابرمکیب در فضای ویژگای  

مرزله تکمیلی وزن دهی ابیاد فضای ویژگی بر اساس میازان اهمیات   

نجاام  ن عملیات با استفاده از روش های آمااری ا ای آنها انجام می شود.

 می گیرد.
  

 رحله مقدماتیم -4-2-1

ناوعی   ی نیاز برخاوردار اسات،   زیاداز اهمیت ه ک ،مقدماتی مرزله در

 هزیرمرزلا مشتمل بار دو   . این مرزلهدرسمی  انجامبه یادگیری اولیه 

 ابرمکیاب ( ایجااد  2نمونه هاای مرلاو     شناسایی( الگوریتم 1است: 

این  نحوه کار هر یک از ادامهبرای نمایش مفهوم مورد نظر. در  لو مر

 دو بخش  بیان می شود.
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 نمونه های مطلوب شناساییالگوریتم  الف(

ن در این مقاله نمونه ای از یک بسته مثبت که موجب مثبت شدن آ

 های بسته شده است نمونه مرلو  نامیده می شود. با شناسایی نمونه

ا آنه هر یک از بسته های مثبت و استفاده مناسب از مرلو  موجود در

ایی این اساس شناس برمی توان مفهوم مورد نظر را یادگیری نمود. 

ل زمثبت به عنوان یک ضرورت برای  بسته های نمونه های مرلو  از

  [.24]مساله یادگیری چند نمونه ای مررد است

 ، ه های مرلوالگوریتم پیشنهادی در این  بخش برای شناسایی نمون

نمونه های موجود در کلیه بسته های مثبت  46مبتنی بر خوشه بندی

 ل درآاست. از آنجا که تمام نمونه های مرلو  در اطراف نقره ایده 

ه بفضای ویژگی قرار گرفته اند بنابراین خوشه بندی مذکور، اگر 

درستی انجام شود ، موجب تجمیع نمونه های مرلو  در یکی از 

ه  خوشه مرلو  (خواهد شد. به این ترتیب با تشخیص خوشخوشه ها) 

تم مرلو  می توان نمونه های مرلو  را شناسایی نمود. در الگوری

ته پیشنهادی در این بخش برای خوشه بندی نمونه های موجود در بس

ود. این روش شاستفاده می  K-Median [37]های مثبت از روش 

  اشد.بمی  K-Means  [38]، [39]شکل تغییر یافته روش 

خوشه  kر دهدف گروهبندی کلیه نمونه ها  K-Meansدر روش 

است به گونه ای که نمونه های موجود در یک خوشه زداقل 

را دارا باشند. در این روش برای زصول  47پراکندگی و زداکثر تجان 

 .[38]( مینیمم شود2در رابره) Hهدف پیش گفته باید مقدار 

(2)                                 
2

1  


k

i Cp i
i

mpH 

،خوشه ها نشان دهنده تیداد k( 2در رابره)
iC  نشانگر خوشهi ام ،p 

میرف هر یک از نمونه های موجود در خوشه
iC وim  بیانگر مرکز

خوشه
iC است. در روش Means-K  مرکز هر خوشه یک بردارn  

ای هبرابر میانگین کلیه نمونه  بیدی است که مقدار آن در هر بید

را می  K-Meansمرازل کار در روش  خوشه در آن بید می باشد.

 [:39]توان بصورت زیر بیان کرد

 کز خوشه های اولیهنمونه اولیه به عنوان مرا kانتخا   -1

 نتسا  هر یک از نمونه ها به نزدیک ترین خوشها -2

میانگین کلیه  حاسبه مجدد مرکز هریک ازخوشه ها)محاسبهم -3

 نمونه های منتسب شده به هریک از خوشه ها(

تا هنگامی که مراکز خوشه ها تثبیت شده و  3و 2 تکرار مرازل -4

 دیگر تغییر نکند

برای محاسبه فواهل در این روش از فاهله اقلیدسی استفاده می  

زساس است ، برای  48نسبت به نقاط مرزی Means-Kروش شود. 

 K-Medianاین نقاط می توان از روش  کاهش تأویرات منفی

 K-Meansشکل تغییر یافته روش  K-Medianاستفاده کرد. روش 

. در این روش برای محاسبه مجدد مرکز خوشه ها در مرزله سوم است

به جای میانگین استفاده می شود. همچنین در این  49الگوریتم از میانه

( 3رابره ) روش برای محاسبه فواهل به جای فاهله اقلیدسی از

 .[37]استفاده می شود

 (3)                                        



n

i

ii xyyxDis
1

),( 

پ  از خوشه بندی نمونه های موجود در بسته های مثبت  زم   

ک یاست خوشه مرلو  شناسایی شود. عوامل ملور بر میزان مرلوبیت 

( 2ه موجود درآن خوش( میزان تجان  نمونه های 1: خوشه عبارتند از

حتوایی ( میزان تنوع م3میزان فاهله نمونه های منفی با مرکز خوشه  

 خوشه.

ای تنوع محتوایی یک خوشه برابر است با تیداد بسته ه .3تعریف  

 مثبت که نمونه ای از آنها درآن خوشه وجود دارد.

تمامی بسته های مثبت بیانگر یاک مفهاوم وازاد هساتند     از آنجا که 

 . باراین اسااس  هر بسته مثبت زداقل یک نمونه مرلو  دارداین بنابر

بدیهی است که اکثریت نسبی بساته هاای مثبات بایاد نموناه ای در      

 تنها بخشی از خوشه هاای  به این ترتیبخوشه  مرلو  داشته باشند. 

ایجاد شده به عنوان کاندید برای  انتخا  خوشه مرلاو  مرارد مای    

 باشند.

 

 B+و    C تنوع محتوایی خوشه   CVخوشه ،  یک  Cاگر  . 4تعریف 
 یک خوشه  Cتیداد  کل  بسته های  مثبت  باشد  آنگاه  

کاندید  است اگر  
2




B

VC
 

 

بسته هاای مثبات    از نصف(بیش اکثریت نسبی )باید  4فبر طبق تیری

ید نمونه ای در یک خوشه داشته باشند تا آن خوشه به عنوان یک کاند

ی انتخا  خوشه مرلو  مررد شود. بنابراین در روش پیشانهادی   برا

ساس    شناسایی می شاوند.  4ابتدا خوشه های کاندید مرابق تیریف 

و  ( محاسبه می شاود 4برطبق رابره )  )CR (ارزش هر خوشه کاندید

که بیشاترین ارزش را داراسات باه عناوان خوشاه مرلاو         ای خوشه

د در آن باه عناوان نموناه هاای     و نمونه های موجو شناسایی می شود

 . مرلو  تلقی می شوند

(4)     









f

h CChw

j Cj

C VmIDis
mpDis

R
1

1

),(
),(

1 

تیاداد نموناه هاای موجاود در      C ،wمرکز خوشه  Cmدر این رابره

 C،  fنشانگر هر یک از نمونه های موجود در خوشاه   C ،jpخوشه 

ی، تیداد کل نمونه های منف

hI   میرف هر یک از نمونه های منفای و

Dis   بیانگر فاهله میان نقاط در فضای ویژگای وCV    نشاانگر میازان
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( دارای ساه مللفاه مای    4)رابراه  می باشاد.   Cتنوع محتوایی خوشه 

،  Cمللفه اول بیانگر میزان تجان  نمونه های موجود در خوشه  باشد:

ه مجموع فواهال نموناه هاای منفای باا مرکاز       مللفه دوم نشان دهند

 .می باشد Cو مللفه سوم میرف تنوع محتوایی خوشه  Cخوشه 

تشکیل را  Iین مرزله مجموعها نمونه های مرلو  گزینش شده در

همچنین در پایان این مرزله کلیه نموناه هاای موجاود در     می دهند.

ی مونه های موجود در بسته های منفسایر خوشه ها به همراه تمامی ن

 را به عنوان مجموعه نمونه های منفی تشکیل می دهند. Iمجموعه
  

  مطلوب ابرمکعبایجاد  ب(
رویکردهای مختلفی برای نمایش مفهوم یادگیری شاده توساط مادل    

 در قالب تاک های یادگیرنده وجود دارد. نمایش مفهوم یادگیری شده 

همچناین نماایش مفهاوم     [،24] [،22]ایده آل در فضای ویژگی نقره

باه عناوان    [21مذکور در قالب زیر فضای مرلاو  از فضاای ویژگای]   

یکای از روش هاای   نمونه هایی از این رویکردهاا مرارد مای باشاند.     

نمایش مفهوم یادگیری شده توسط مدل های یادگیرنده نمایش آن در 

 محورهای مختصات در فضای ویژگیقالب یک ابرمکیب با ابیاد موازی 

. با استفاده از یک ابرمکیب برای نماایش مفهاوم یاادگیری    [47]است

شده امکان پوشش مناسب نمونه های مرلو  متناسب با نحوه توزیاع  

 در ایان بخاش بار   بنابراین . [40]آنها در فضای ویژگی فراهم می شود

)(نمونه های گزینش شده در بخش قبل طبق I  مرلاو   ابرمکیب 

 ابرمکیاب ایان  ابیاد برای نمایش مفهوم یادگیری شده ایجاد می شود. 

بیادی اسات. انادازه     nمحورهای مختصات در فضای ویژگی  با موازی

این ابرمکیب در هر یک از ابیاد فضای ویژگای بار اسااس کمتارین و     

باه   در آن بید محاسابه مای شاود   مرلو  بیشترین مقدار نمونه های 

 .گونه ای که کلیه نمونه های مرلو  شناسایی شده در آن واقع شاوند 

 )h2HCB(   یانتهاا  و  )h1HCB( ( نحاوه محاسابه ابتادا   5رابراه) 

ام j مقدارنموناه   jhIرا نشان می دهد. در این رابره  hبرمکیب در بید ا

)(کند رابیان می h دربید  II j  همچنین در این رابرهn  میرف

 نشانگر تیداد بسته های مثبت است.   rیاد فضای ویژگی و اب
                                 ) jh= Max ( I h 2HCB  

(5)                                                ) jh= Min ( I h 1HCB

rj 1  nh 1    
 

مرحله تکمیلی -4-2-2

)(مثبتدر این بخش کلیه نمونه های  Iمنفی و)( I نقش ورودی

ابیااد   وزن های منتسب به هر یاک از از سوی دیگر  را ایفا می نمایند.

خروجای ایان بخاش را تشاکیل مای دهاد. در روش        ،فضاای ویژگای  

هر یک از ابیاد فضای ویژگی را تییاین  پیشنهادی آنچه میزان اهمیت 

نحاوه توزیاع    ،آنها را تشاکیل مای دهاد    وزن دهیمی نماید و مبنای 

اسات. در واقاع   نمونه های مثبت و نمونه های منفی در فضای ویژگی 

 میزان توانمندی آن بیاد است با ارزش هر بید از فضای ویژگی میادل 

ضاروری اسات کاه     . ذکراین نکتهدر تفکیک نمونه های مثبت و منفی

 هدف ایان بخاش از روش پیشانهادی انجاام ناوعی انتخاا  ویژگای       
باا اساتفاده از روش هاای پیچیاده ای نظیار آنچاه در        51یاکااهش بیاد  50

نمونه ها ارائه مای شاود نیسات.     52بندی دستهبرای انجام  [42]و[ 41]

بلکه هدف آن است که با روشی ساده مبناایی مناساب بارای افازایش     

روش شاباهت در وازاد بازیاابی فاراهم گاردد.       دقت تاابع تشاخیص  

برای وزن دهی ابیاد فضای ویژگای از ایاده ای مبتنای بار     پیشنهادی 

تییاین میازان دقات     این مییاردر بهره می برد.  53Fisher  [43]مییار 

در ساده ترین زالت مای  . می شود استفاده بندی نیز دستههای  روش

  Fisherا با استفاده از مییار توان  وزن هر یک از ابیاد فضای ویژگی ر

مختلف بر اساس  دستهبندی  نمونه های آموزشی در دو  دستهپ  از 

 .[44]( محاسبه نمود6رابره)

(6  )                                  
ibia

ibia

cvcv
iS







)( 

ز میاانگین نموناه هاای    به ترتیاب عبارتناد ا   ibو ia(6در رابره)

 میادل کواریان  نمونه هاای  ibcvو iacvو iدر بید  b دستهو  a دسته

 Fisherمای باشاند. بناابراین برطباق مییاار       iدر بید  bو a دستهدو

ارزش هر بید از فضای ویژگی عباارت اسات از نسابت واریاان  باین      

دی روش پیشنها .[41در آن بید] 55یدسته ابه واریان  درون  54یدسته ا

دو  در مرزله مقدماتی کلیه نمونه های موجود در تمام بسته هاا را در 

مجموعه نمونه های مثبت ونمونه های منفی تقسیم بندی می نمایاد.  

مرابق فرض پایه مدل رایا  یاادگیری چناد نموناه ای، نموناه هاای       

وزیع مرلو  در اطراف نقره ایده آل در فضای ویژگی قرار دارند و از ت

ا دارند، بنابراین می توان مجموعه نمونه های مرلو  رمشخصی برخور

در نظر گرفات. اماا نموناه هاای منفای از توزیاع        دستهبه عنوان یک 

مشخصی در فضای ویژگی برخوردار نیستند و در نوازی مختلاف ایان   

 تهدسا فضا پراکنده اند به همین دلیل نمی توان آنها را به عنوان یاک  

موجود می  دستهترتیب چون فقط یک . به این [34[، ]18] تلقی کرد

محسو  [ 84] 56یدسته ابندی تک  دستهباشد این نوع یادگیری نوعی 

هادف   دستهی تلاش می شود تا دسته ابندی تک  دستهمی شود. در 

. در چناین  [18]تشاخیص داده شاود   (Outliers)از سایر نموناه هاا  

یاار  مناساب نخواهاد باود، زیارا می      Fisherزالتی استفاده از مییاار 

Fisher متفااوت از نموناه هاا باا توزیاع       دساته ی بار وجاود دو   تنمب

( اعماال  6 زم اسات تغییراتای در رابراه)    بنابراین .مشخص می باشد

 شود تا بتوان از آن به عنوان مییااری مناساب بارای وزن دهای ابیااد     

ییااار ( م7فضااای ویژگاای در روش پیشاانهادی اسااتفاده کاارد. رابرااه)

 پیشنهادی را برای ارزش دهی ابیاد فضای ویژگی بیان می کند.
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( 7در رابره)

iو


icv   د از میاانگین و کواریاان    به ترتیاب عبارتنا

بیانگر تیداد نمونه های منفای و   i  ،qنمونه های مرلو  در بید 

jiI 

موناه  می باشاد. از آنجاا کاه ن    iام در بید  jنشانگر مقدار نمونه منفی 

های منفی در نوازی مختلف فضاای ویژگای پراکناده اناد و از توزیاع      

یان  ( اشاره ای به کوار7این در رابره)مشخصی برخوردار نیستند بنابر

باه جاای    ،نمونه های منفی نشده اسات. همچناین باه دلیال ماذکور     

ل ( از مجماوع فواها  7استفاده از میانگین نمونه های منفی در رابراه) 

نمونه های منفی با میانگین نمونه هاای مثبات در هار بیاد از فضاای      

 ویژگی استفاده شده است. 

 

 یواحد بازیاب -4-3

 ه باشناسایی مرتبط ترین تصاویر پایگاه داد ،یفه وازد بازیابیوظ

دی، شنهامفهوم مورد نظر کاربر و بازیابی این تصاویر است. در مدل پی

ی ندببه را با بهره گیری از دو الگوریتم رتخود وازد بازیابی وظیفه 

 "ادهدیگاه الگوریتم رتبه بندی اولیه تصاویر پا "متفاوت انجام می دهد:

ازد ین وادر ."الگوریتم رتبه بندی دو مرزله ای تصاویر پایگاه داده"و 

یزان اس مبا استفاده از دو الگوریتم مذکور تصاویر پایگاه داده بر اس

ند. ی شوشباهت آنها با مفهوم مورد نظر کاربر رتبه بندی و بازیابی م

ابرمکیب مرلو  در فضای ویژگی، وزن های منتسب  3مرابق شکل

اده اه دیاد فضای ویژگی و بسته های متناظر با تصاویر پایگشده به اب

 نقش ورودی این وازد را ایفا می نمایند. 

 به بندی اولیه الگوریتم رت -4-3-1

 زشی(در ابتدای فرایند بازیابی فقط یک تصویر درخواستی )بسته آمو

ان ورودی وازد بازیابی مررد است و هیچ بسته آموزشی وبه عن

س نیست. بنابراین در این مرزله انجام عملیات دیگری در دستر

ن ر ایبیادگیری و استفاده از وازد یادگیرنده امکانسذیر نمی باشد. 

ابتدا برای تییین میزان شباهت میان مدل پیشنهادی اساس در 

با  نهازان شباهت آیتصاویر و مرتب سازی تصاویر پایگاه داده برطبق م

 ( استفاده می8مرابق رابره) ک تابع شباهتتصویر درخواستی از ی

ونه نم tبسته متناظر با تصویر درخواستی و مشتمل بر  BQشود. اگر 

و مشتمل  Iبسته متناظر با تصویر  BIو  }t,…,BQ1BQ{بصورت 

باشد آنگاه میزان شباهت یا  }q,…,BI1BI{نمونه بصورت  qبر 

 ( قابل محاسبه است.8نزدیکی این دو تصویر طبق رابره )

 (8)              }{),(
1,1

ji
qjti

BIBQMinBIBQD 


 

ji (8در رابره ) BIBQ   بیانگر فاهله اقلیدسی میانiBQ  و 

jBI بدیهی است فاهله کمتر میان دو بسته بیانگر شباهت است .

پ  از مرتب سازی  بیشتر میان تصاویر متناظر با آنها می باشد.

و  آنها با تصویر درخواستی ن فاهلهاتصاویر پایگاه داده بر اساس میز

ر به صاویتتهیه فهرست اولیه از تصاویر مشابه با تصویر درخواستی، این 

 بط یامرت کاربر نمایش داده می شود و کاربر به هر یک از آنها بازخورد

فتی غیر مرتبط را منتسب می نماید. سس  بر اساس بازخوردهای دریا

لب ط و غیر مرتبط در قامجموعه بسته های متناظر با تصاویر مرتب

شکل می  }B, + B -{بسته های)مثال های( آموزشی مثبت و منفی

د واز گیرد و به عنوان ورودی به وازد یادگیرنده تحویل می شود.

را  یادگیرنده با دریافت بسته های آموزشی مفهوم مورد نظر کاربر

 لب ابرمکیب مرلو  و وزن هایایادگیری نموده و نتیجه را در ق

 اند.ین شده برای ابیاد فضای ویژگی به وازد بازیابی برمی گردتیی

م گوریتال یک وازد بازیابی با استفاده از این ورودی ها و بهره گیری از

ضمن افزایش دقت خود، مجددا تصاویر پایگاه  57ایرتبه بندی دو مرزله

، تری با ه هاداده را رتبه بندی می نماید و پ  از بازیابی تصاویر با رتب

 رایندبه کاربر نمایش می دهد. این ف جهت اعلام نظر این تصاویر را

 تازصول رضایت کاربر ادامه می یابد. 58بصورت تکراری

 به بندی دو مرحله ایالگوریتم رت -4-3-2

 لیاتدر مدل پیشنهادی پ  از دریافت اولین بازخوردها از کاربر عم

ظر مفهوم مورد نرتبه بندی تصاویر بر اساس میزان شباهت آنها با 

 5شکل .مرزله ای انجام می شود کاربر با استفاده از یک الگوریتم دو

 .دهد نشان می مرزله ای را بندی دو الگوریتم رتبه مرازل اجرای

 
 الگوریتم رتبه بندی دو مرحله ای  (:5)شکل

 مرحله اول الف(

ا آنها ظر بدر مرزله اول کلیه تصاویر پایگاه داده برطبق بسته های متنا

ای به دو گروه کلی تقسیم می شوند. گروه اول تصاویری که بسته ه

دوم  و گروه )1L(نمونه ای در ابرمکیب مرلو  دارد متناظر با آنها 

 رلو تصاویری که بسته متناظر با آنها هیچ نمونه ای در ابرمکیب م

 . بدیهی است گروه اول از شان  بیشتری برای پوشش )2L(ندارد
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تبه ر. بر این اساس الگوریتم است ر کاربر برخوردارمفهوم مورد نظ

ا در ررتبه های با تری  1Lبندی در این مرزله برور کلی به اعضای 

بین  ینسبت می دهد. علاوه بر این رتبه بند 2Lقیاس با اعضای 

 نیز گروهی الگوریتم در مرزله دوم نوعی رتبه بندی درون گروهی را

 انجام می دهد.

  مرحله دومب( 

ه بصورت جداگانه رتب 2Lو  1Lدر این مرزله کلیه اعضای دو لیست 

 اهلهفبندی می شوند. برای انجام این رتبه بندی درون گروهی ابتدا 

( 9هریک از بسته ها با مرکز ابرمکیب مرلو  بر اساس رابره )

 مکیبمحاسبه می شود. برطبق این رابره فاهله هر بسته با مرکز ابر

 فاهله نزدیکترین نمونه آن بسته با مرکز مرلو  برابر است با

محسو   [15]ابرمکیب. همچنین فاهله مذکور نوعی فاهله وزن دار

د که برای محاسبه آن از وزن های اختصا  یافته به ابیامی شود 

 فضای ویژگی توسط وازد یادگیرنده استفاده شده است.

(9  )            
 ),(),(

)(*)(),(

1

1

22

CrBdMinCrBDis

CrBiSCrBd

j
qj

n

i

ijij








 

بیااد  ابیانگر تیداد   nنشانگر مرکز ابرمکیب مرلو ، Cr (،9در رابره )

 تیداد نموناه  i ،qوزن تخصیص داده شده به بید  S(i)فضای ویژگی، 

 Bامین نمونه موجود در بساته   jمیرف  jB و Bهای موجود در بسته 

پ  از محاسبه فواهل میان هار یاک از بساته هاا و مرکاز       می باشد.

 ، بسته های موجود در هر یاک از دو (9ابرمکیب مرلو  برطبق رابره)

بصورت جداگانه رتبه بندی می شوند به گونه ای کاه   2Lو  1Lلیست 

بسته به ابرمکیاب مرلاو  باا ترین رتباه و      در هر لیست نزدیکترین

جاه  به ابرمکیب پایین ترین رتبه را کسب می نماید. تو هدورترین بست

 1Lه کلیه اعضای به این نکته ضروری است که مرابق د یل پیش گفت

 برخوردارناد. پا  از   2Lاعضاای  برور کلی از رتبه با تری نسبت باه  

 k انجام رتبه بندی تصاویر پایگاه داده به روش ماذکور ، مجموعاه ای  

ماایش  از تصاویر با با ترین رتبه ها بازیابی شاده و باه کااربر ن   عضوی 

 ز اینر یک اداده می شود و کاربر بازخورد مرتبط یا غیر مرتبط را به ه

تصاویر منتسب می نماید. این عملیاات بصاورت تیااملی و باا هادایت      

 .کاربر، برور تکراری، ادامه می یابد

 ازی و آزمونسپیاده  -5
مدل پیشنهادی در این مقاله برای بکارگیری درزوزه هاای کااربردی   

صاویر  که نیازمند بازیابی تصویر با تاکید برساختار کلی و پ  زمیناه ت 

 بندی و بازیابی هحنه های طبییت( تدوین  دستهند)نظیر می باش

همانناد تحقیقاات مشاابه    گردیده است . براین اساس در ایان بخاش   

نتای  زاهل از پیاده سازی واجرای مادل پیشانهادی در   [ 25[، ]20]

درک مفهوم و بازیابی تصاویر طبییت در چهار گروه آبشار، کوهساتان،  

شاود. همچناین در ایان بخاش نتاای       غرو  آفتا  و مزرعه ارائه می 

 زاهال از ساه روش   زاهل از پیاده سازی مدل پیشانهادی باا نتاای    

مختلف مقایسه می شود، ایان روش هاا عبارتناد از روش بازیاابی بار      

و DD-Based [36 ]، روش [4]اساااس هیسااتوگرام رنااگ سراسااری

. مدل پیشنهادی برای بازیابی تصویر دارای CkNN-ROI[20]روش 

مای   CkNN-ROIو  DD-Basedمشترک  با روش های  دو وجه 

باشد. اول آنکه همه بر اساس یادگیری چند نمونه ای عمل می کنند و 

بندی و بازیابی تصاویر طبییت ارائه  دستهدوم آنکه این روش ها برای 

 شده اند.

 3000برای انجام آزمون ها از یک پایگااه داده تصاویری مشاتمل بار     

تمامی این استفاده شده است.  CORELعه تصویر مستخرج از مجمو

ماای  256×384یااا  384×256و در ابیاااد   JPEGتصاااویر در قالااب 

 ین پایگاه داده شامل دو بخش اهلی و فرعی می باشد. بخاش باشند. ا

اهلی مشتمل بر یکصد تصویر طبییت از هریک از چهاار گاروه پایش    

. بخاش  گفته است که در مجموع چهارهد تصویر را در بار مای گیارد   

می باشاد   CORELهای مختلف  دستهتصویر از  2600فرعی شامل 

[ انجاام گرفتاه،   36که بارای افازایش دقات آزماون، نظیار آنچاه در]      

ر هر مثال هایی از تصاویر موجود د 6مورداستفاده قرارگرفته اند. شکل

 د.یک از گروه های پیش گفته در پایگاه داده تصویری را نشان می ده

 59ییای بازیابی تصویر در بسیاری از موارد پرس و جوکاربران سیستم ه

ی [. براین اساس سیستم ها19تنها شامل یک تصویر ارائه می نمایند]

اربر، بازیابی تصویر باید قادر باشند با دریافت تک تصویر ماورد نظار کا   

ایناد.  مفهوم مورد نظر او را درک و تصاویر مرتبط باا آن را بازیاابی نم  

و  خش برای انجام هر مرزله از آزمون از یاک  پارس  بنابراین در این ب

ه جو در قالب تک تصویر مرتبط با مفهوم مورد نظر کاربراساتفاده شاد  

اساات. باار اساااس ایاان آزمااون بااه ازاء هاار یااک از مفاااهیم مااورد    

نظر)کوهستان، آبشار، غرو  آفتاا  و مزرعاه( در ده مرزلاه مختلاف     

ه عناوان پارس و جاو    یک تصاویر از پایگااه داده با    ، بصورت تصادفی

باا   انتخا  می شود و به سیستم بازیابی داده می شود. سیستم بازیابی

 نمایش نتای  بدست آمده در هر جلسه و دریافت بازخوردهاای کااربر،  

 درک وضمن وبت نتای  بازیابی در هر مرزلاه، باه یاادگیری از کااربر     

ه ت آماد مفهوم مورد نظر او می پردازد. در نهایت میانگین نتای  بدسا 

ک برای هر مفهوم به عنوان نتیجه کلی عملکرد سیستم بازیاابی در در 

 و بازیابی تصاویر مرتبط با آن مفهوم گزارش شده است. 

نمایی از واسط کاربر سیستم پیشنهادی را در یکای از مرازال    7شکل

بازیابی نشان می دهد. چنانکه در شکل ملازظه می شاود ابتادا   اولیه 

ین هفحه تصویر درخواستی خود را به عنوان یاک  کاربر در قسمت پای

پرس و جو به سیستم ارائه می کند، سس  سیستم بر اساس الگوریتم 

رتبه بندی اولیه تصاویر پایگاه داده را رتبه بندی نموده و سای تصاویر   

در را  اول را به کاربر نمایش می دهد. پ  از آن کااربر نظارات خاود    

در قالاب بازخوردهاای مارتبط و     ،شده مورد هر یک از تصاویر بازیابی

نااامرتبط مرااابق شااکل اعاالام ماای کنااد. سیسااتم ضاامن در یافاات  
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بازخوردهای کاربر به شناسایی و یاادگیری مفهاوم ماورد نظار او مای      

پردازد و بر اساس الگوریتم رتبه بندی دو مرزلاه ای، تصااویر پایگااه    

کاربر نماایش   را به دیگرددا سی تصویر جداده را رتبه بندی نموده و م

می دهد. چنانکه در قسمت پایین شکل ملازظه می شود این عملیات 

 دو مییار دقات  بصورت تکراری تا زصول رضایت کاربر ادامه می یابد.
اسااتفاده باارای ساانجش  رایاا  تاارین مییااار هااای مااورد 61و فراخااوانی60

[، 14]های بازیابی تصویر محساو  مای شاوند    میزان توانمندی روش

روش پیشنهادی و مقایساه آن   اساس برای نمایش نتای  . بر این[46]

با نتای  روش های دیگر از دو مییار مذکور استفاده شده اسات. طباق   

تیریف، میزان دقت در هر مرزله  برابر است با نسابت تیاداد تصااویر    

مرتبط بازیابی شده به تیداد کل تصاویر بازیابی شده. همچنین میازان  

ابر است با نسبت تیداد تصاویر مرتبط بازیابی فراخوانی در هر مرزله بر

 .[1]شده به تیداد کل تصاویر مرتبط موجود در پایگاه داده

نتاای  زاهال از آزماون  ماذکور در چهاار گاروه تصاویری         1جدول 

متفاوت را نشان مای دهاد. در ایان جادول  متوساط میازان دقات و        

ازیاابی  فراخوانی روش پیشنهادی و سه روش دیگر درمرازل مختلف ب

تصاویر، نمایش داده شده است. چنانکه در جدول ملازظاه مای شاود    

روش پیشنهادی در قیاس با سه روش دیگار از دقات مناساب و قابال     

 قبولی برخوردار است.

 

 : مزرعه4ه گرو         : کوهستان        3گروه          روب آفتاب   غ: 2گروه             : آبشار   1گروه 

 

                                           
 

                                           
 

                                           
 

                                          
 

                                          
 متفاوتر پایگاه داده تصویری در چهار گروه ال هایی از تصاویمث(:  6)شکل

 

گفته را مربوط به روش های پیش  PR llllنمودارهای مقایسه ای  8شکل

، 1در گروه های تصویری مختلف، بر اساس اطلاعات مندرج در جادول 

نشان می دهد. توجه باه نمودارهاای نماایش داده شاده در شاکل دو      

ر لگوهای رنگی موجاود د نتیجه مهم را بدست می دهد. اول آنکه اگر ا

 تصاویر از پیچیدگی کمتری برخوردار باشند شناسایی 

 

 ر همفهوم مورد نظر کاربر ساده تر شده و میزان دقت و فراخوانی در 

ی دلیل هر چهار روش در بازیااب  چهار روش افزایش می یابد. به همین

 تری هستند، موفق تار   آفتا  ،که دارای رنگ بندی سادهتصاویر غرو

 مل می کنند. در زالیکه در سایر زا ت، بسته به میازان پیچیادگی  ع

الگوهای رنگی موجود در تصاویر، میزان دقات و فراخاوانی هار چهاار     

روش افت می نمایاد. نتیجاه دوم آن اسات کاه روش پیشانهادی در      

 ضییف تر عمل  DD-Basedبرخی زا ت از روش  
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نجاا  آاست. این امر از می کند اما در مجموع از برتری نسبی برخوردار 

ناشی می شود که عملکرد هر سه روش دیگر در بخاش یاادگیری باه    

 گونه ای است که سیی در نمایش مفهوم مورد نظر کاربر در قالب تک

زال آنکاه روش پیشانهادی در    ،نقره ایده آل در فضای ویژگی دارند

کااربر را در قالاب   بخش یادگیری تلاش می کند تا مفهوم ماورد نظار   

رفضای مرلو  نمایش دهد. نتای  مذکور نشان مای دهاد کاه ایان     زی

 رویکرد از موفقیت بیشتری در عمل برخوردار است. 

مختلف  نمودار فراخوانی روش های پیش گفته را در گروه های 9شکل

تصویری، بر اساس تیداد تصاویر بازیابی شده،  نشان می دهد. مراابق  

خوانی در مادل پیشانهادی ،   این شکل می توان دریافت که میزان فرا

بویژه در ابتدای چرخه بازیابی، از نرخ رشد مناسابی برخاوردار اسات.    

آنچه که به عنوان دلیل این توانایی قابل ذکر می باشاد آن اسات کاه    

مدل پیشنهادی با بهره گیری از یک روش یاادگیری چناد نموناه ای    

تیداد کمای  منیرف، قادر به یادگیری مفهوم مورد نظر کاربر بر اساس 

از مثال های آموزشی می باشد. این امر موجاب افازایش دقات مادل     

پیشنهادی، بویژه درآغاز فرایند بازیابی، می گاردد. همچناین  میازان    

فراخوانی روش های دیگر، به جهت نیاز به مثال های آموزشی بیشاتر  

 در ابتدای بازیابی، از نرخ رشد کمتری برخوردار است.

-DDمی توان دریافت که روش  9و 8شکل های همچنین با توجه به 

Based   با افزایش تیداد مثال های آموزشی در برخی موارد از قادرت

یااادگیری و در نتیجااه دقاات و فراخااوانی بیشااتری نساابت بااه روش  

بااه روش  DD-Basedپیشاانهادی برخااوردار اساات. برتااری روش   

تاک  پیشنهادی بیشتر در مواردی تحقق می یابد که مفهوم مورد نظر 

نقره ایده آل در فضای ویژگی را شامل شود، در چنین زا تی نمایش 

این مفهوم در قالب یک زیر فضا، نظیر آنچه در روش پیشنهادی انجام 

 می شود، مناسب نمی باشد و در نتیجه در این موارد روش پیشنهادی

 .عمل می نماید DD-Basedضییف تر از روش 

 

سیستم پیشنهادینمایی از واسط کاربر (:  7)شکل

  نتیجه گیری -6
در این مقاله یک روش بازیابی تصویر مبتنی بر یادگیری چناد نموناه   

ای ارائه شد. برای انجام یادگیری چند نمونه ای در مدل پیشنهادی از 

روشی منیرف استفاده شده که قادر است با بهره گیری از تیداد کمی 

شناساایی نماوده و در   مثال های آموزشی مفهوم مورد نظار کااربر را   

قالب یک ابرمکیب در فضای ویژگای نماایش دهاد. روش پیشانهادی     

مشتمل بر سه مللفه اهلی اسات: وازاد یادگیرناده ، وازاد تبادیل و      

وازد بازیابی. استقلال نسبی این سه مللفه انیراف قابل تاوجهی را در  

مدل پیشنهادی بوجود آورده است به گونه ای کاه امکاان باازطرازی    

ا و بکارگیری روش های جدید در هریک از ایان مللفاه هاا وجاود     آنه

ساختار داخلی سه مللفه مدل پیشنهادی برای بکارگیری درزوزه  دارد.

های کاربردی که نیازمند بازیابی تصاویر باا تاکیاد برسااختار کلای و        

بندی و بازیاابی هاحنه هاا،     دستهپ  زمینه تصویر می باشند، نظیر 

با بازنگری در ساختار داخلی سه مللفه این مدل مناسب است. هرچند 

نتاای    .می توان از آن در سایر زوزه های کاربردی نیاز اساتفاده کارد   

بدست آمده از پیاده سازی روش پیشنهادی، نشانگر دقت قابال قباول   

  .آن در بازیابی تصاویر طبییت می باشد

تدوین  توسیه و تکامل روش های بکار گرفته شده در وازد یادگیری و

الگوریتم های دقیق تر برای وازد تبدیل، متناسب با نیاز زاوزه هاای   
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کاربردی مختلف، به عنوان مهمترین محاور هاای توسایه بارای ایان      

 تحقیق قابل ذکر می باشند. 

ه زوز فیالیت بیدی مللفین این مقاله، استفاده از روش پیشنهادی در

ربا  ه انشد. با توجه بدسته بندی و بازیابی تصاویر فرش ایرانی می با

ن ز ایانیازهای این زوزه با توانمندی های مدل پیشنهادی ، استفاده 

 مدل روش زوزه مذکور می تواند مفید و ملور باشد.

 تقدیر و تشکر

این پژوهش با زمایت مالی مرکز تحقیقات مخابرات ایران انجام شده 

است.

 ر در مراحل مختلف بازیابینتایج آزمون روش پیشنهادی و سه روش دیگ (:1)جدول

 390 330 270 210 150 90 30 تیداد تصاویر بازیابی شده

ت روش بازیابی گروه
دق

ی 
وان

اخ
فر

 

ت
دق

ی 
وان

اخ
فر

 

ت
دق

ی 
وان

اخ
فر

 

ت
دق

ی 
وان

اخ
فر

 

ت
دق

ی 
وان

اخ
فر

 

ت
دق

ی 
وان

اخ
فر

 

ت
دق

ی 
وان

اخ
فر

 

ار
ش

آب
 

 91/0 23/0 87/0 26/0 72/0 27/0 55/0 26/0 35/0 23/0 22/0 24/0 1/0 33/0 هیستوگرام رنگ

 DD-Based 57/0 17/0 52/0 47/0 46/0 69/0 38/0 79/0 3/0 81/0 27/0 88/0 23/0 91/0روش 

 CkNN-ROI 5/0 15/0 44/0 4/0 42/0 63/0 35/0 73/0 29/0 79/0 26/0 85/0 23/0 89/0روش 

 92/0 24/0 9/0 27/0 85/0 31/0 78/0 37/0 7/0 47/0 5/0 56/0 23/0 77/0 روش پیشنهادی

ن
تا

س
وه

ک
 

 91/0 23/0 84/0 25/0 77/0 29/0 69/0 33/0 53/0 35/0 27/0 3/0 06/0 2/0 هیستوگرام رنگ

 DD-Based 67/0 2/0 57/0 51/0 49/0 73/0 4/0 85/0 33/0 88/0 28/0 92/0 24/0 95/0روش 

 CkNN-ROI 4/0 12/0 37/0 33/0 4/0 6/0 37/0 77/0 3/0 82/0 27/0 9/0 24/0 94/0روش 

 97/0 25/0 96/0 29/0 91/0 34/0 87/0 41/0 72/0 48/0 54/0 6/0 24/0 8/0 روش پیشنهادی

ب
تا

آف
ب 

رو
غ

 

 9/0 23/0 87/0 26/0 83/0 3/0 72/0 34/0 56/0 37/0 39/0 43/0 1/0 33/0 هیستوگرام رنگ

 DD-Based 73/0 22/0 67/0 6/0 55/0 82/0 43/0 9/0 35/0 94/0 29/0 95/0 25/0 97/0روش 

 CkNN-ROI 67/0 2/0 51/0 46/0 45/0 68/0 37/0 78/0 32/0 86/0 27/0 9/0 24/0 93/0روش 

 98/0 25/0 97/0 29/0 96/0 36/0 88/0 42/0 84/0 56/0 67/0 74/0 26/0 86/0 روش پیشنهادی

عه
زر

م
 

 72/0 18/0 57/0 17/0 35/0 13/0 32/0 15/0 19/0 13/0 15/0 17/0 03/0 1/0 هیستوگرام رنگ

 DD-Based 53/0 16/0 61/0 55/0 43/0 65/0 36/0 75/0 29/0 77/0 26/0 87/0 24/0 94/0روش 

 CkNN-ROI 4/0 12/0 38/0 34/0 4/0 6/0 31/0 65/0 3/0 8/0 25/0 83/0 23/0 89/0روش 

 96/0 25/0 9/0 27/0 82/0 3/0 76/0 36/0 7/0 47/0 57/0 63/0 2/0 67/0 روش پیشنهادی
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 ج( غروب آفتاب

 مزرعه د(

 در گروه های تصویری مختلف(  PR فراخوانی ) -دقت نمودار (: 8)شکل
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