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چكيده: مکان‌یابی صاعقه در گستره وسیعی از کاربردها از اهمیت بسزایی برخوردار است. در روش‌های مرسوم مکان‌یابی صاعقه حداقل از 4 آنتن‌ به عنوان حس‌گر تشعشعات الکترومغناطیسی ناشی از صاعقه استفاده می‌شود. یکی از پیچیدگی‌های این روش‌ها لزوم سنکرون بودن حس‌گرها می‌باشد. در اکثر مقالات مرتبط با مکان‌یابی صاعقه پیچیدگی و نیاز به سنکرون بودن دیده می‌شود. در این مقاله،یک مدل یادگیری ماشینی سریع به کمک الگوریتم XGBoost برای مکان‌یابی صاعقه پیشنهاد شده است . در این روش از دو حس‌گر برای دریافت سیگنال ولتاژهای القایی بر روی خطوط انتقال استفاده می‌شود که نیازی به سنکرون‌سازی هم ندارند. در روش پیشنهادی به کمک الگوریتم تجزیه و تحلیل مولفه اصلی (PCA) ابعاد ورودی مدل کاهش می‌یابد که منجر به کاهش پیچیدگی‌های مدل، افزایش سرعت محاسبات، تقلیل استفاده از منابع سخت افزاری و نیز افزایش دقت آن می‌شود. همچنین با آموزش مدل در یک بازه از تعداد مولفه‌های اصلی، کمترین ابعاد ورودی با حفظ دقت مدل بدست خواهد آمد. مدل نهایی با داده‌های آزمایشی نویزی ارزیابی می‌شود. نتایج ارزیابی نشان می‌دهد که دقت R2 به‌دست آمده از مدل، بیش از 99 درصد است. همچنین بررسی‌ها نشان می‌دهد که دقت مدل به پیکربندی خط انتقال و موقعیت سنسورها نیز بستگی دارد.
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Abstract:

Lightning localization is crucial for a wide range of applications. Conventional lightning localization methods typically use at least four antennas as sensors for detecting lightning electromagnetic radiation. One of the complications of these methods is the need for sensor synchronization. Most papers on lightning localization highlight the issues of complexity and synchronization requirements. In this paper, we propose a fast learning model using the XGBoost algorithm for lightning localization. This method utilizes two sensors to receive signals from the induced voltages on transmission lines, eliminating the need for synchronization. By employing the principal component analysis (PCA) algorithm, the input dimensions of the model are reduced, which decreases model complexity, speeds up calculations, reduces hardware resource usage, and enhances accuracy. By training the model with varying numbers of principal components, we can identify the smallest input dimensions that maintain model accuracy. The final model is evaluated using a noisy test dataset. The evaluation results show that the model achieves an accurcy (R²) of over 99%. Additionally, studies indicate that the model's accuracy depends on the configuration of the transmission lines and the position of the sensors.
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# مقدمه

دانستن موقعیت جغرافیایی دقیق برخورد صاعقه به زمین در بسیاری از حوزه‌های تحقیقاتی و کاربردی، از جمله ژئوفیزیک، هشدار صاعقه، حمل و نقل هوایی، خدمات مرتبط با هواشناسی، صنعت بیمه، شبکه انتقال و توزیع الکتریکی و ... از اهمیت بالایی برخوردار است[1]. تشعشعات الکترومغناطیسی ساطع شده از تخلیه صاعقه طیف وسیعی از فرکانس بسیار پایین (VLF) تا فرکانس بسیار بالا (VHF) را در بر می‌گیرد [2]، [3]. در حال حاضر، به طور کلی محل برخورد صاعقه با استفاده از سیستم مکان‌یابی صاعقه (LLS[[1]](#endnote-1)) به دست می‌آید. LLSها سیگنال‌های تخلیه الکتریکی ابر به زمین را با استفاده از حسگرهای الکترومغناطیسی شناسایی می‌کنند[4]. یک LLS زمینی معمولاً از حداقل چهار حس‌گر تشخیص پالس الکترومغناطیسی، یک مرکز پردازش داده و یک لینک انتقال شبکه تشکیل شده است [3]. همچنین این سیستم‌ها مجهز به یک مجموعه GPS بسیار دقیق با دقت نانو ثانیه جهت سنکرون نمودن حسگرها می‌باشند [5].

روش‌های مختلف مکان‌یابی صاعقه را می‌توان مطابق با شکل1 به دو دسته اصلی تقسیم نمود؛ دسته اول روش‌های مبتنی بر داده‌های دریافتی از میدان‌های الکترومغناطیسی منتشر شده توسط صاعقه هستند. این دسته به دو زیر مجموعه روش‌های مرسوم و نوین تقسیم‌بندی می‌شود. روش‌های مرسوم مکان‌یابی صاعقه مبتنی بر میدان عبارتند از جهت‌یاب مغناطیسی (MDF[[2]](#endnote-2))، زمان رسیدن (TOA[[3]](#endnote-3))، اختلاف زمانی رسیدن (TDOA[[4]](#endnote-4)) و تداخل سنج (ITF[[5]](#endnote-5))[6]. TOA روشی است که برای مکان‌یابی 2 بعدی و3 بعدی استفاده می‌شود. این روش که متکی به زمان رسیدن موج ناشی از صاعقه می‌باشد به حداقل سه حسگر نیاز دارد تا مکان‌یابی صاعقه در درون مثلت حسگر‌ها به درستی کار کند [6]،[7]. لازم به ذکر است در این روش برای عملکرد کامل حداقل چهار حس‌گر نیاز است. تکنیک MDF نیز به حداقل سه حسگر نیاز دارد و برای مکان‌یابی دو بعدی استفاده می شود[8]. این روش به تنهایی دقت کافی را ندارد. لازم به ذکر است در اغلب روش‌های مرسوم و حتی نوین لازم است حس‌گرها یا آنتن‌ها با یکدیگر سنکرون‌ شوند و این موضوع خود بر پیچیدگی روش‌ها می‌افزاید.

اخیراً، روش‌های نوین توسط محققان جهت مکان‌یابی صاعقه پیشنهاد شده است. در برخی از این روش‌ها با به‌کارگیری روش‌های مرسوم و ترکیب آن‌ها با روش‌های جدید به مدل‌های کارآمدتری دست یافته‌اند. در برخی دیگر نیز روش‌هایی کاملا جدید پیشنهاد شده است. از جمله روش‌هایی ترکیبی در [2] معرفی شده است. نویسندگان مقاله مذکور با استفاده از روش بهینه‌سازی PSO به منظور یافتن نقطه بهینه در مکان‌یابی ترکیبی MDF و TDOA استفاده نموده‌اند. در روش پیشنهادی آن‌ها سه آنتن VHF و سه آنتن متقاطع (در مجموع 6 حس‌گر) و یک ارتباط GPS جهت سنکرون سازی سیگنال‌ها مورد استفاده قرار گرفته است. یکی دیگر از روش‌های نوین، استفاده از روش معکوس زمانی الکترومغناطیسی (EMTR[[6]](#endnote-6)) است که به عنوان ابزاری برای مکان‌یابی صاعقه پیشنهاد شده‌است[9]. ثابت شده است که EMTR در شناسایی نقطه برخورد صاعقه دقت بالایی دارد، اما برای دقت کافی به حداقل سه حسگر نیاز دارد [10]،[11]. در[5]، ترکیبی از تکنیک TDOA و شبکه‌های عصبی مصنوعی برای مکان یابی صاعقه مبتنی بر امواج منتشر شده ناشی از برخورد صاعقه پیشنهاد شده است. برخی از مطالعات از یادگیری عمیق برای یافتن منبع صاعقه استفاده کرده‌اند که همگی مبتنی بر میدان الکتریکی ناشی از برخورد صاعقه می‌باشند [9]،[12].

در [13]، داده‌های رادار سه بعدی و الگوریتم‌های یادگیری ماشینی مانند KNN[[7]](#endnote-7)، جنگل تصادفی (RF) و شبکه‌های عصبی کانولوشنال (CNN) برای شناسایی مکان‌های برخورد صاعقه استفاده می‌شوند.

دسته دوم از روش‌های مکان‌یابی براساس نمودار شکل1، مبتنی بر سیگنال‌های دریافتی از ولتاژ القا شده بر روی خطوط انتقال می‌باشند. ایده استفاده از ولتاژهای القایی در خطوط انتقال برای مکان‌یابی محل برخورد صاعقه در [1] مطرح گردیده است. در آن از یک روش مبتنی بر یادگیری ماشین برای یافتن موقعیت‌های جغرافیایی دو بعدی نقاط برخورد صاعقه استفاده می‌شود که به دو حسگر که با یکدیگر سنکرون شده‌اند نیاز دارد و از ولتاژ القایی ناشی از صاعقه در خطوط انتقال استفاده می‌کند اما به دلیل وجود تقارن در خط انتقال دقت بالایی ندارد و مدل پیشنهادی آن‌ها نمی‌تواند مکان صاعقه در سمت چپ و راست خط انتقال را از هم متمایز نماید همچنین همان‌گونه که ذکر گردید حسگر‌های مورد استفاده نیز باهم سنکرون می‌باشند که خود سبب افزایش پیچیدگی و هزینه اجرایی طرح می‌شود.

در این مقاله، تشخیص برخورد صاعقه از طریق ولتاژ‌های القا شده 

شکل1: روش‌های مکان‌یابی صاعقه

شکل 2: روش انجام عملیات یادگیری ماشین و استخراج مدل نهایی

ناشی از آن بر روی خطوط انتقال صورت می‌گیرد و بر خلاف اکثر روش‌های رایج که حداقل به چهار سنسور برای مکان‌یابی نیاز دارند، در این روش با استفاده از ترکیب داده‌های سری زمانی به‌دست آمده از تنها دو سنسور مستقر روی خطوط بعنوان ورودی مدل مکان‌یابی صاعقه مبتنی بر یادگیری ماشین استفاده می‌شود. مدل مورد استفاده نیز یک مدل یادگیری ماشین XGBoost است که یک الگوریتم سریع و کارآمد می‌باشد. دلیل استفاده از XGBoost به عنوان الگوریتم اصلی، برتری مدل بدست آمده از آن نسبت به دو مدل مبتنی بر الگوریتم شبکه عصبی عمیق (DNN) است. این برتری بر اساس اعمال دو معیار دقت و زمان یادگیری حاصل شده است. مدل بدست آمده از الگوریتم XGBoost در مدت زمانی بسیار کوتاه به دقتی بالاتر از دو مدل دیگر دست یافت. همچنین برای بهبود کارایی محاسباتی ابعاد ورودی مدل کاهش داده شد. برای این منظور ابتدا چند الگوریتم کاهش ابعاد از جمله تجزیه و تحلیل مؤلفه اصلی (PCA[[8]](#endnote-8)) و تحلیل عاملی (FA[[9]](#endnote-9)) ارزیابی شد، در نهایت از PCA برای کاهش ابعاد ورودی به مدل استفاده گردید که منجر به کاهش قابل‌توجه در زمان محاسبه و در عین حال حفظ دقت مدل در سطح قابل قبولی شده‌است. علاوه بر این، بهینه‌سازی مدل با اصلاح پیکربندی هندسی مسئله به دست می‌آید که منجر به انتخاب بهترین آرایش سنسورها نیز می‌شود. لازم به ذکر است در این مطالعه سنسورها مستقل از یکدیگر عمل نموده و نیازی به سنکرون‌سازی آن‌ها نیست. همه پیاده سازی کدها در Google Colab اجرا می‌شوند.

ساختار مقاله به شرح زیر است. بخش 2 روش تحقیق، از جمله ایجاد پایگاه داده، انتخاب ویژگی، و تولید مدل را ارائه می‌دهد. بخش 3 به آموزش و آزمایش مدل تولید شده می پردازد و از نتایج شبیه سازی عددی برای تخمین نقطه برخورد صاعقه استفاده می‌کند. در بخش 4 تاثیر تغییرات پیکربندی خطوط انتقال در داخل ناحیه محاسباتی و نیز تاثیر دو الگوریتم PCA و FA بر کارایی مدل مورد بحث قرار گرفته است. در پایان مقاله، نتیجه‌گیری‌ نهایی ارائه شده‌است.

# تئوری تحقیق

همانند مقالات مرتبط با یادگیری ماشین، در این مقاله نیز روند مشابهی جهت دستیابی به مدل نهایی مکان‌یابی صاعقه بر اساس هدف مد نظر یعنی استفاده از ولتاژهای القا شده ناشی از صاعقه پیش گرفته شده است. اقدامات کلی انجام شده در نمودار شکل 2 نشان داده شده است. این اقدامات به ترتیب عبارتند از ۱.تولید مجموعه داده ۲.پیش پردازش داده ها ۳.انتخاب مدل یادگیری ماشین ۴. ارزیابی مدل و انتخاب مدل نهایی. در ادامه توضیحات هر بخش ارائه خواهد شد.

## هندسه مسئله و تولید داده آموزشی

هندسه مسئله در شکل 3 نشان‌داده شده است. ناحیه محاسباتی به صورت یک ناحیه مستطیل شکل 50×50 کیلومتر با دو خط انتقال موازی و بی‌نهایت بصورت تک سیم واقع بر بالای یک زمین کاملا رسانا در نظر گرفته شده است. به منظور یافتن بهترین نقطه عملکرد حس‌گرها، در هر خط انتقال دو حس‌گر ولتاژ در نظر گرفته شده است. 10000 موقعیت تصادفی یکنواخت برای منبع صاعقه در ناحیه مورد نظر در شکل 3 توزیع شده‌است. شبیه‌سازی هریک از ولتاژهای القایی ناشی از صاعقه روی خط انتقال فرضی در نقطه مورد نظر برای سنسور ولتاژ با استفاده از فرمول راسک در نرم‌افزار متلب انجام شده است. طبق تعریف راسک، ولتاژ القا شده ناشی از صاعفه در یک نقطه روی خط انتقال بدون تلفات بصورت تک سیم بینهایت در بالای زمین رسانای کامل بصورت رابطه 1 است[14]:

|  |  |
| --- | --- |
| (1) | $$v\left(x,t\right)=\frac{Z\_{0}I\_{0}β}{4π}.\left[\frac{γ\_{-}}{\left(d^{2}+β^{2}γ\_{-}^{2}\right)}\left(1+\left(r+\frac{β^{2}γ\_{-}^{2}}{\sqrt{\left(βct\right)^{2}+{ρ^{2}}/{δ}}}\right)\right)+\frac{γ\_{+}}{\left(d^{2}+β^{2}γ\_{+}^{2}\right)}\left(1+\left(r+\frac{β^{2}γ\_{+}^{2}}{\sqrt{\left(βct\right)^{2}+{ρ^{2}}/{δ}}}\right)\right)\right]$$ |

که در آن :

$$γ\_{-}=\left(ct-x\right) γ\_{+}=\left(ct+x\right) δ=\frac{1}{1-β^{2}} , ρ=x^{2}+d^{2}$$

دامنه جریان بازگشتی صاعقه $I\_{0}$ و سرعت آن در امتداد کانال صاعقه برابر $βc$ است که در آن $c$ سرعت نور در فضای آزاد و $β$ که در این مقاله روی 0.4 تنظیم شده است که همان نسبت سرعت ضربه بازگشتی به سرعت نور است. t نشان دهنده زمان است و باید بزرگتر از $x^{2}+{d^{2}}/{c.d}$ باشد. $d$ فاصله افقی بین کانال صاعقه (نقطه برخورد) و خط انتقال و $x$ فاصله در امتداد خط انتقال است. $Z\_{0}$ امپدانس مشخصه فضای آزاد است.

|  |
| --- |
|  |
| شکل 3: هندسه مسئله و موقعیت (پیکربندی) خطوط انتقال واقع در ناحیه محاسباتی و محل قرار گیری سنسورهای ولتاژ |

ارتفاع سیم از سطح زمین 10 متر فرض شده است. منبع تحریک (در اینجا صاعقه) یک جریان پله ای است که در امتداد کانال برخورد صاعقه صعود می‌کند مقدار پیک جریان 12 کیلوآمپر در نظر گرفته شده است. برای محاسبه ولتاژهای القایی در نزدیکترین نقطه خط انتقال به صاعقه ($x=0$)، از رابطه 2 استفاده می‌شود:

|  |  |
| --- | --- |
| (2) | $$v\left(0,t\right)=\frac{Z\_{0}I\_{0}h}{4πd^{2}}.\frac{2βct}{1+\left(\frac{βct}{d}\right)^{2}}.\left(1+β^{2}\left(\frac{{ct}/{d}}{\sqrt{1+β^{2}\left(\left({ct}/{d}\right)^{2}-1\right)}}\right)\right)$$ |

این رابطه فقط برای $t\geq {d}/{c}$ معتبر است. لازم به ذکر است که سایر روش‌های محاسبه ولتاژ القایی دقیق‌تر، چه بر اساس تئوری خطوط انتقال یا شبیه‌سازی‌های موج کامل می‌توانند به راحتی در روش پیشنهادی جایگزین شوند که در کارهای آینده به آن نیز پرداخته خواهد شد. با استفاده از روابط 1 و2، ولتاژهای القایی ناشی از صاعقه‌ در حوزه زمان در مکان‌های سنسورها محاسبه شده‌است.

ذکر این نکته ضروری است که دلیل قرار دادن چهار سنسور در شکل 3 فقط پیدا نمودن یک ترکیب داده‌ای مناسب از دو سنسور نهایی است.

به منظور نزدیک‌تر کردن داده‌های جمع‌آوری شده به داده‌های واقعی، پس از شبیه‌سازی سیگنال‌های ولتاژ، با اعمال یک نویز با نسبت سیگنال به نویز 30dB سیگنال‌ها نویزی شدند.نمونه‌هایی از سیگنال‌های شبیه‌سازی شده به روش فوق مربوط به سنسورهای 1 تا 4 از شکل 3 در شکل 4 نشان داده شده است.

در شبیه‌سازی ولتاژهای القا شده ناشی از صاعقه از گام‌های زمانی $1μs$ استفاده شده است. پنجره زمانی ثبت هر سیگنال 10ms است که با احتساب گام‌های زمانی، دارای 10000 داده (سمپل) می‌باشد (مطابق با شکل 4) که هرکدام یک ویژگی برای عملیات یادگیری ماشین محسوب می‌گردد.

## پیش‌پردازش داده‌ها

در این بخش مطابق با شکل 2 مراحل زیر انجام می‌گردد:

|  |
| --- |
| One_sample_sensors |
| شکل 4: نمونه‌ای از سیگنال‌های ولتاژ شبیه‌سازی شده نویزی ناشی از برخورد صاعقه در نقطه‌ای داخل ناحیه محاسباتی در محل سنسورهای شکل 3 |

**Cut-off:** برای اینکه بتوان داده‌های شبیه‌سازی شده را به داده‌های ثبت شده توسط ضبط کننده‌های داده واقعی تقریب داد، لازم است ولتاژهای القایی محاسبه شده را تا لحظه اول رسیدن به آستانه معینی از ولتاژ، که معمولا شرط لازم برای تحریک و ذخیره‌سازی در تجهیزات ثبت کننده سیگنال می‌باشد، حذف کرده و سپس تمام داده‌ها به ابتدای آرایه داده انتقال داد. به این ترتیب داده‌ها بسیار شبیه به داده‌های ثبت کننده داده‌های واقعی خواهند بود. مقدار ولتاژ آستانه 10 ولت در نظر گرفته شده است.

**انتخاب ویژگی‌ها:** هر پنجره زمانی سیگنال ولتاژ القا شده که یک نمونه‌ی آموزشی در فرآیند یادگیری ماشین محسوب می‌گردد 10000 ویژگی دارد. از طرف دیگر یکی از مراحل عملیات یادگیری ماشین انتخاب ویژگی به منظور کاستن از ورود ویژگی‌های دارای اهمیت کم است. با توجه به شکل موج ولتاژ القا شده (شکل 4) می‌توان گفت که با ارزش‌ترین ویژگی‌ها در شکل موج ناشی از صاعقه در زمان اولیه آن قرار دارند. به همین دلیل، تنها 2000 ویژگی اول از پنجره زمانی انتخاب گردید. این امر به منظور حفظ منابع سیستم صورت گرفت‌.

**الحاق سیگنال‌های دو سنسور**: یکی از اهداف این مقاله استفاده از حداقل تعداد سنسور است. بنابراین تعداد دو عدد سنسور برای مکان‌یابی در نظر گرفته شد و سیگنال‌های سنسورها دوبه‌دو مطابق با شکل 5 هم ادغام شدند. همان‌گونه که در شکل مشاهده می‌شود، داده‌های دو حسگر که هرکدام دارای 2000 ویژگی می‌باشند پس از الحاق با یکدیگر یک پنجره زمانی را تشکیل داده‌اند که دارای 4000 ویژگی است.

**نرمال‌سازی داده‌ها:** نرمال‌سازی داده‌ها یکی از مهم‌ترین مراحل پیش‌پردازش داده‌ها است. در این مرحله تمام داده‌های مورد نظر بر مقدار حداکثر تقسیم شدند به طوری که همه داده‌ها در محدوده 0 تا 1 قرار گرفتند.

**کاهش ابعاد:** تعداد ویژگی‌های انتخاب شده جهت آموزش مدل با توجه به الحاق داده‌های دو حسگر، 4000 است. این تعداد ویژگی ورودی هم پیچیدگی‌های مدل و هم زمان آموزش و میزان محاسبات سیستم را افزایش خواهد داد. کاهش ابعاد ورودی مدل می‌تواند تاثیر زیادی بر ساده‌سازی مدل و نیز کاهش زمان و میزان محاسبات سیستم داشته‌باشد. روش‌های متعددی برای کاهش ابعاد ورودی یک مدل در یادگیری ماشین وجود دارد از جمله آن‌ها می‌توان به تجزیه و تحلیل مؤلفه اصلی (PCA) و تحلیل عاملی (FA) اشاره نمود. ابتدا به دلیل محبوبیت استفاده، الگوریتم PCA انتخاب گردید. ایده اصلی روش PCA یافتن مهم‌ترین مؤلفه‌ها در داده‌ها و جایگزینی داده‌های اصلی با مهم‌ترین مؤلفه‌ها برای دستیابی به هدف کاهش ابعاد داده است[15]، [16]. بطور کلی، کاهش خطر برازش بیش از حد (Overfitting) یک مدل با ویژگی‌های نویز دار، ساده‌سازی تجسم داده‌ها، افزایش سرعت آموزش الگوریتم یادگیری ماشین و افزایش دقت مدل از مزایای استفاده از PCA در یک مسئله یادگیری ماشین است.

در این مرحله، با استفاده از PCA، تعداد ویژگی‌های ورودی مدل از 4000 به 80 عدد کاهش داده شد اما تعداد مولفه‌ی نهایی PCA در طی یک فرآیند تنظیم پارامترها[[10]](#endnote-10) که در بخش 4 توضیح داده شده‌است، انتخاب شد.

|  |
| --- |
|  |
| شکل 5: الحاق داده‌های دو سنسور نمونه جهت آموزش مدل |

**تقسیم‌بندی داده‌های آموزشی و آزمون:** برای ارزیابی مدل آموزش‌دیده، لازم است مجموعه داده‌ها به دو بخش داده‌های آموزشی و داده‌های آزمایشی (آزمون) تقسیم شود. با توجه به اینکه مختصات داده‌های آزمون مشخص بوده و در طی فرآیند یادگیری مدل کنار گذاشته می‌شوند لذا می‌توانند بعنوان معیاری برای ارزیابی دقت مدل محسوب شوند. نسبت تقسیم‌بندی به ترتیب 20 و 80 درصد برای داده‌های آزمایشی و آموزشی انتخاب شد.

## استخراج مدل

سه مدل یادگیری ماشین شامل XGBoost و دو مدل شبکه عصبی عمیق (DNN) با مشخصات ذکر شده در جداول1و2 پیاده‌سازی شد. به منظور انتخاب مدل با یادگیری سریع، دو معیار زمان یادگیری و دقت مدل به عنوان معیار انتخاب مدل نهایی در نظر گرفته شد. در جدول 3 مقایسه مدل‌ها با توجه به معیارهای در نظر گرفته شده نشان داده شده است.

مطابق با نتایج جدول 3 و بر اساس معیارهای انتخاب مدل، می‌توان نتیجه گرفت که مدل مبتنی‌بر الگوریتم XGBoost در مدت زمانی به مراتب کمتر از دو مدل دیگر به دقتی بالاتر از آن‌ها دست یافته است لذا با توجه به برتری نتایج XGBoost از نظر رسیدن به دقت مطلوب در زمان کوتاه‌تر، نتایج مفصلا و به طور خاص برای روش XGBoost ارائه شده است. XGBoost یک سیستم تقویت درخت سرتاسر مقیاس پذیر است و به عنوان یک الگوریتم یادگیری ماشینی قوی است که می‌تواند به درک داده‌ها و تصمیم گیری بهتر کمک کند [17]. این الگوریتم توسعه‌ای از الگوریتم تقویت گرادیان[[11]](#endnote-11) است. تقویت گرادیان یک روش یادگیری گروهی است که با ترکیب پیش‌بینی‌های چندین مدل ضعیف‌تر (معمولاً درخت‌های تصمیم) یک مدل پیش‌بینی قوی می‌سازد. این کار را با آموزش متوالی مدل‌های جدید برای تصحیح خطاهای مدل‌های قبلی انجام می‌دهد

جدول 1 : مشخصات دو مدل شبکه عصبی مورد بررسی

|  |  |  |
| --- | --- | --- |
|  | DNN1 | DNN2 |
| تعداد لایه مخفی در شبکه عصبی | 3 | 2 |
| تعداد نورون در هر لایه مخفی | 64 | 100 |
| مقدار batch در شبکه عصبی | 32 | 72 |

جدول 2: مشخصات پارامترهای مدل XGBoost

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| colsample\_bytree | subsample | eta | max\_depth | estimators |
| 7/0 | 6/0 | 050/0 | 60 | 400 |

**جدول 3: مقایسه نتایج اولیه آموزش مدل‌های کاندید جهت انتخاب مدل یادگیری سریع**

|  |  |  |  |
| --- | --- | --- | --- |
|  | DNN1 | DNN2 | XGBoost |
| زمان یادگیری (ثانیه) | 595 | 562 | 86 |
| دقت R2  | 981/0 | 854/0 | 99/0 |

مرحله بعد انتخاب جفت حسگری است که اطلاعات آنها منجر به تولید یک مدل با دقت بالا می‌شود.

جدول 4 دقت مدل آموزش دیده را با استفاده از داده‌های شش جفت حسگر مختلف نشان می‌دهد. با توجه به این جدول، بهترین عملکرد مدل با استفاده از داده‌های بدست آمده از زوج سنسورهای 1و4 و همچنین 2 و 3 به دست می‌آید. همچنین جدول مذکور مقایسه عملکرد مدل یادگیری ماشین با و بدون PCA را نیز نشان می‌دهد. مشاهده می‌شود که زمان محاسبه در هنگام استفاده از روش PCA بسیار کاهش می یابد، از بیش از نیم ساعت بدون استفاده از روش PCA به کمتر از 90 ثانیه با PCA. علاوه بر این استفاده از PCA تا حدودی دقت مدل را نیز افزایش می‌دهد.

جدول 4: دقت مدل آموزش دیده بر روی داده‌های تست از زوج سنسورهای ولتاژ انتخاب شده و همچنین مقایسه دو حالت با و بدون PCA

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| حسگرهای انتخاب شده | 1و2 | 1و3 | 1و4 | 2و3 | 2و4 | 3و4 |
| دقت (R2) با PCA | 93/0 | 92/0 | 99/0 | 99/0 | 92/0 | 93/0 |
| زمان آموزش با PCA (ثانیه) | 88 | 91 | 85 | 86 | 89 | 85 |
| دقت (R2) بدون PCA | 93/0 | 91/0 | 98/0 | 97/0 | 91/0 | 92/0 |
| زمان آموزش بدون PCA (ثانیه) | 1930 | 1870 | 1857 | 1856 | 1863 | 1898 |

# ارزیابی مدل

در این مقاله، ارزیابی برخی الگوریتم‌های مختلف یادگیری ماشین، از جمله DNN و XGBoost، برای اطمینان از انتخاب یک مدل قوی، با یادگیری سریع و مناسب برای مکان‌یابی صاعقه انجام شد. ملاک انتخاب مدل نهایی در درجه اول دقت مدل و در درجه دوم مدت زمان آموزش بعنوان یک معیار کاهش هزینه‌ در نظر گرفته شد. پس از انجام عملیات آموزش مدل‌ها برای یک نمونه مجموعه داده آموزشی (در اینجا مجموعه داده‌های حاصل از دو سنسور 2و3)، الگوریتم XGBoost به دلیل دقت قابل توجه و کارایی بالا به عنوان الگوریتم نهایی یادگیری ماشین انتخاب شد. فعالیت‌های بعدی در مقاله منحصراً با استفاده از مدل مبتنی‌بر XGBoost انجام شد.

جدول 5: نتایج ارزیابی مدل برای داده‌های همه ‌زوج سنسورها

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| حسگرهای انتخاب شده | 1و2 | 1و3 | 1و4 | 2و3 | 2و4 | 3و4 |
| R2 Score | 926/0 | 921/0 | 989/0 | 990/0 | 922/0 | 927/0 |
| RMSE [m] | 3791 | 4099 | 1324 | 1392 | 3978 | 3951 |
| RMSE(x) [m] | 5200 | 227 | 264 | 289 | 243 | 5455 |
| RMSE(y) [m] | 1307 | 5792 | 1853 | 1947 | 5619 | 1209 |

پس از انتخاب مدل، این‌بار مدل برای همه مجموعه داده‌های زوج حس‌گرها آموزش داده شد. در این مقاله از دو معیار R2 Score و ریشه میانگین مربع خطا (RMSE[[12]](#endnote-12)) برای ارزیابی دقت مدل استفاده شده است. امتیاز R2 نشان می‌دهد خط رگرسیون چقدر به داده‌های واقعی نزدیک است. خطای RMSE میانگین تفاوت بین مقادیر پیش‌بینی شده توسط یک مدل و مقادیر واقعی را اندازه‌گیری می‌کند و تخمینی از قدرت پیش بینی مدل را ارائه می‌دهد. شکل 6 نمودار دقت مدل مربوط به شکل 3 را برای داده‌های زوج سنسور نمونه (2و3) نشان می‌دهد. همچنین نتایج ارزیابی مدل برای همه داده‌های زوج حس‌گرها در جدول 5 آمده است. در این جدول علاوه بر خطای کلی مکان‌یابی مدل، خطا در راستای محور xها و yها نیز بطور جداگانه درج شده‌است.با دقت به نتایج جدول 5 و با توجه به نوع استقرار خطوط (در داخل ناحیه محاسباتی) و حس‌گرهای انتخاب شده، دقت مدل تولید شده در ستون‌های مرتبط با زوج حس‌گرهای 1و4 و همچنین 2و3 به 99 درصد رسیده‌است. ضمن آن‌که در هر دو ستون جدول، با توجه به نوع استقرار خطوط، دقت مدل در راستای محور x‌ها به مراتب کمتر از راستای محور yها است.

|  |
| --- |
| parallel |
| شکل 6: نتایج ارزیابی مدل برای (a) محور x و (b) محور y در مورد پیکربندی هندسه شکل 3 (داده‌های حسگرهای 2 و 3) |

# بحث

در بخش‌های قبل مدل با یادگیری سریع انتخاب شد. اکنون به بررسی تاثیر پیکربندی‌های مختلف خط انتقال در دقت مدل، بررسی چند روش کاهش ابعاد ورودی مدل و در نهایت پیدا نمودن کمترین تعداد مولفه اصلی در روش PCA پرداخته خواهد شد.

## تاثیر پیکربندی خطوط بر کارایی مدل

به منظور بررسی تاثیر پیکربندی‌های مختلف خط و همچنین حسگرها بر دقت و کارایی مدل چندین حالت مختلف قرارگیری خطوط انتقال در داخل ناحیه محاسباتی در نظر گرفته شد که به دلیل جلوگیری از طولانی شدن متن تنها به دو مورد خاص اشاره می‌شود.

یکی از پیکربندی‌های مورد بررسی در شکل 7 نشان داده شده است در این شکل، راستای قرارگیری خطوط انتقال بر خلاف شکل 3، در راستای محور xها است. خطوط در داخل ناحیه قرار گرفته و حسگرها با حفظ نسبت موقعیت آنها نسبت به طول خط بر روی آن قرار گرفته‌اند. کلیه مراحل توضیح داده‌شده یادگیری مدل، برای این پیکربندی نیز اجرا شد. نتایج ارزیابی مدل مربوطه در جدول 6 آمده است. با مقایسه بین نتایج مدل شکل 3 با نتایج حاصل از مدل شکل 7، می‌توان گفت که با تغییر راستای قرارگیری خطوط از محورy به محوx، دقت مدل نیز در راستای محور y بیشتر از محور x خواهد شد. ولی میزان دقت کلی مدل با مدل هندسه شکل 3 تقریباً یکسان است زیرا بدون درنظر گرفتن راستای استقرار خطوط دو شکل باهم یکسانند. این امر نشان می‌دهد تغییر در راستای استقرار خطوط انتقال (بعنوان مثال x) سبب تغییر دقت در راستای مقابل (بعنوان مثال y) خواهد شد. در این پیکربندی داده‌های حاصل از زوج حس‌گرهای 1و4 و همچنین 2و3 منجر به بیشترین دقت در مکان‌یابی صاعقه توسط مدل می‌شوند.

|  |
| --- |
| Geo06 |
| شکل 7: پیکربندی نمونه خطوط انتقال موازی با محور xها و در داخل ناحیه |

جدول 6: نتایج ارزیابی مدل آموزش دیده در مورد پیکربندی شکل 7

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| زوج سنسور | 1و2 | 1و3 | 1و4 | 2و3 | 2و4 | 3و4 |
| دقت R2 | 927/0 | 922/0 | 990/0 | 989/0 | 922/0 | 928/0 |
| RMSE [m] | 3873 | 3973 | 1233 | 1316 | 4056 | 3979 |
| RMSE(x) [m] | 1206 | 5615 | 1723 | 1931 | 5732 | 1165 |
| RMSE(y) [m] | 5343 | 217 | 273 | 240 | 192 | 5516 |

در پیکربندی دیگری که در شکل 8 نشان داده شده است، راستای خطوط انتقال نسبت به شکل 7 تغییر نکرده اما موقعیت خطوط به جای داخل ناحیه به کناره‌های آن و درست منطبق با اضلاع ناحیه و در راستای محور xها منتقل شده است. هدف از بررسی این پیکربندی ارزیابی تاثیر نقاط قرینه نسبت خطوط در میزان دقت مدل می‌باشد. نتایج ارزیابی مدل مرتبط با این پیکربندی در جدول 7 آمده است. با توجه به نتایج جدول می‌توان گفت که دقت مدل و خطای مکان‌بابی در همه داده‌های حس‌گرها افزایش یافته و در زوج حسگرهای روی یک خط و یا حسگرهای دارای مختصات x برابر بیشترین دقت را دارد.

بررسی‌ها نشان می‌دهد اولاً پیکربندی خطوط در میزان دقت مدل تاثیر داشته و ثانیاً حالتی که خطوط در لبه‌های ناحیه محاسباتی قرار می‌گیرد این دقت بیشترین مقدار خواهد بود.

**جدول 7: نتایج ارزیابی مدل آموزش دیده در مورد پیکربندی مربوط به** شکل 8

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| زوج سنسور | 1و2 | 1و3 | 1و4 | 2و3 | 2و4 | 3و4 |
| دقت R2 | 998/0 | 996/0 | 993/0 | 993/0 | 997/0 | 998/0 |
| RMSE [m] | 532 | 698 | 1068 | 1125 | 594 | 638 |
| RMSE(x) [m] | 744 | 956 | 1479 | 1579 | 813 | 893 |
| RMSE(y) [m] | 111 | 247 | 308 | 200 | 213 | 136 |

|  |
| --- |
| Geo07 |
| شکل 8: پیکربندی نمونه دو خط انتقال موازی و در راستاری محور xها واقع بر روی مرز ناحیه |

## تاثیر روش‌های کاهش ابعاد بر کارایی مدل

تکنیک‌های مختلفی برای کاهش ابعاد ویژگی‌های ورودی به مدل‌های یادگیری ماشین وجود دارد؛ از جمله آنها می‌توان به تجزیه و تحلیل مولفه اصلی(PCA) [18]، تحلیل عاملی (FA) [19]، حذف ویژگی روبه‌جلو و حذف ویژگی معکوس اشاره نمود. استفاده از الگوریتم‌های حذف ویژگی روبه‌جلو و حذف ویژگی معکوس به دلیل تعداد بالای ویژگی‌های موجود در این مسئله (4000 ویژگی) و افزایش زمان محاسبات منطقی نیست. همان‌گونه که در بخش‌ قبلی مقاله توضیح داده‌ شد در ابتدا و به منظور انتخاب الگوریتم یادگیری ماشین از الگوریتم PCA برای کاهش ابعاد استفاده شد. به منظور اطمینان از درستی انتخاب روش کاهش ابعاد، الگوریتم تحلیل عاملی (FA) نیز به کار گرفته شد. در جدول 8 نتایج حاصل از به کارگیری الگوریتم FA وPCA در مدل نهایی مربوط به هندسه شکل 3 برای همه مجموعه داده‌ها نشان داده شده است. لازم به ذکر است در این مقایسه تعداد مولفه‌های هر دو روش یکسان و برابر 80 در نظر گرفته شده‌است.

همان‌گونه که از نتایج جدول پیداست، روش FA، بجز در مواردی که کمی دقت را افزایش می‌دهد اختلاف چندانی با روش PCA ندارد. اما از طرف دیگر زمان محاسبات در روش FA بیشتر از PCA بوده و بنابراین با توجه به اهداف مقاله که یافتن مدل با یادگیری سریع است، می‌توان گفت در کل روش PCA انتخاب بهتری است.

جدول 8: مقایسه نتایج ارزیابی کاهش ابعاد ورودی مدل با استفاده از تکنیک PCA و FA

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| زوج سنسور | 1و2 | 1و3 | 1و4 | 2و3 | 2و4 | 3و4 |
| دقت R2 با PCA | 926/0 | 921/0 | 989/0 | 990/0 | 922/0 | 927/0 |
| دقت R2 با FA | 926/0 | 922/0 | 993/0 | 992/0 | 922/0 | 927/0 |
| زمان آموزش با PCA | 6:53 | 6:42 | 6:47 | 6:46 | 6:50 | 6:44 |
| زمان آموزش با FA | 7:42 | 7:30 | 7:38 | 7:35 | 7:43 | 7:36 |

## کمترین تعداد مولفه اصلی با حفظ دقت مدل

به منظور انتخاب بهترین تعداد مولفه اصلی (PC) در روش PCA، مدل با تعداد مولفه‌های مختلف PCA آموزش داده شد. در شکل 9، نمودار دقت R2 مدل به ازای تعداد مولفه‌های اصلی مختلف نشان داده شده است. همان‌گونه که در شکل مشاهده می‌شود با افزایش تعداد مولفه اصلی (PC) از عدد 2 دقت مدل افزایش یافته تا حدود 20 (دقیقتر 21) به 9/99 درصد می‌رسد و پس از آن با افزایش بیشتر تعداد مولفه اصلی نه تنها افزایشی در دقت مدل مشاهده نمی‌شود که مقدار بسیار کمی کاهش نیز در دقت وجود دارد که یکی از دلایل آن را می‌توان تاثیر نویز در اطلاعات مربوط به مولفه‌های بالاتر دانست. ضمن آن‌که واضح است که هر چه تعداد ویژگی‌های ورودی یک مدل کمتر باشد سرعت آن مدل نیز در مقایسه با تعداد ویژگی‌های بیشتر، افزایش خواهد یافت و این یک امتیاز برای مدل نهایی محسوب می‌گردد.

با یافتن بهترین تعداد مولفه‌ اصلی بعنوان ورودی مدل نهایی (PC=21) برای داده‌های حاصل از زوج حس‌گر 1و2 از شکل 8 که بالاترین دقت را در مدل مربوط به خود داشتند، مدل مجددا آموزش داده شد. نتایج حاصل از ارزیابی مدل مربوط به آن در شکل 10 و نیز

جدول 9 آمده است. در این حالت خطای کلی مدل در مکان‌یابی صاعقه432 متر، در راستای محور yها 132 متر و در راستای محور xها به 596 متر رسید.



شکل 9: نمودار دقت مدل بر اساس تعداد مولفه‌های PCA

جدول 9: نتایج ارزیابی مدل نهایی مربوط به داده‌های زوج حس‌گر1و2 از پیکربندی شکل با تعداد مولفه اصلی 20 عدد در روش PCA

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| تعداد PC | دقت R2 | RMSE [m] | RMSE(x) [m] | RMSE(y) [m] |
| 21 | 9991/0 | 432 | 596 | 132 |



شکل 10 : نمودار ارزیابی مدل نهایی با تعداد مولفه اصلی برابر با 21

# نتيجه‌گیری

در این مقاله، روش مبتنی بر یادگیری ماشین برای مکان‌یابی صاعقه از طریق ولتاژهای القا شده روی خط انتقال بررسی شد. همچنین کارایی الگوریتم XGBoost بعنوان یک روش یادگیری نسبتا سریع برای یافتن مکان برخورد صاعقه به زمین با استفاده از داده‌های ولتاژ القایی نویزدار در خطوط انتقال نشان داده شد. قابل ذکر است، عملکرد قوی مدل حتی در حضور داده‌های نویزدار مشخص است. با استفاده از تنها دو حسگر مستقل از هم، کاهش ابعاد ورودی مدل از 4000 به 80 توسط الگوریتم PCA و داده ها با نسبت سیگنال به نویز 30 دسی بل، مدل پیشنهادی به دقت 99 درصد دست یافت. کاهش ابعاد به طور قابل توجهی سرعت محاسبات را افزایش داد. با بررسی دقت مدل بر اساس تعداد مولفه‌های PCA مشخص گردید که سرعت و دقت مدل با تعداد مولفه‌های کمتر در حدود 21 مولفه بهبود می‌یابد. همچنین نشان داده شد که محل سنسورها و پیکربندی خطوط انتقال می‌تواند بر عملکرد مدل تأثیر بگذارد.
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