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Abstract:

Handwritten digit recognition can be categorized as a classification problem. Probabilistic Neural Network (PNN)
is one of the most effective and useful classifiers, which works based on Bayesian rule. In this paper, in order to
recognize Persian (Farsi) handwritten digit recognition, a combination of intelligent clustering method and PNN has
been utilized. Hoda database, which includes 80000 Persian handwritten digit images, has been used to evaluate our
proposed classifier. Obtained results show that PNN is a powerful classifier and excellent choice for classification of
Persian handwritten digits. Correct recognition rate when training and testing data have been used directly (without
clustering) for training data is 100% and for testing data is 96%, but when k-means has been used as cluster tool and
clusters' center have been used as training data, in this case, correct recognition rate for training data is 100% and for
testing data is 96.16%. In addition, when Particle Swarm Optimization (PSO) has been used to find optimum clusters
for each class of Persian handwritten digits, correct recognition rate in training data is 100% and for the testing data it

reaches to 98.18%.
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1. Introduction

Nowadays, in the formal and informal documents,
bank check and financial contracts, even though
electrical equipments are available and can be easily
used to type digits, people use their hand to write digits
yet. In this case, sometimes, electrical equipments
cannot recognize handwritten digits, because of the
similarity between two or more digits and may make a
mistake. This mistake may create irretrievable problem
in the future, therefore, using effective recognition
systems and useful classifiers can reduce effects of
such mistakes. Persian/Farsi handwritten digits like
other languages' digits have its unique style. In this
language, some digits have similarity with each other
and may cause mistake in recognition process.

So far, different methods are presented in literatures to
recognize handwritten digits in variety languages, for
example; Cascade Ensemble Classifier [1], Adaptive
Neural Network [2], Incremental Class Learning
approach [3], Two-Stage Template and Model Based
technique [4], Optimized Nearest Neighbor Classifier
[5], Class-Specific Feature Polynomial (CFPC) [6],
Generative Model [7] and a simple structure of neural
network [8]. Also, some methods have been used to
improve features in pre-processing step, such as;
Deformable Templates [9] and Aspect Ratio Adaptive
Normalization (ARAN) [10]. Recently, most of the
literatures focused on preprocessing stage and uses K-
Nearest Neighbor (KNN) [11] and Support Vector
Machine (SVM) [12] as classifier for handwritten digit
recognition. Optimal features with promising
discrimination are extracted using Genetic Algorithm
applied on local regions of digit’s image. Then SVM is
used to classified hand written digits in [12].
Biologically inspired features are used in [13] to
recognize handwritten digits by SVM. Wavelet
transform is used as a feature extraction method in [14]
and then SVM use as classifier. A combination of
Convolutional Neural Network (CNN) and Support
Vector Machine (SVM) is used as a model to recognize
handwritten digits in [15], his model automatically
retrieves features based on the CNN architecture, and
recognizes the unknown pattern using the SVM
recognizer. Other methods which are proposed in
literatures are: A kernel combined with Bayesian
discriminant in the subspace spanned by the
eigenvectors which are associated with the smaller
eigenvalues in each class is adopted as the
classification criterion in [16]. In [17], Bayesian
supervised dimensionality reduction (BSDR) method
that combines linear dimensionality reduction and
linear supervised learning is used to recognize
handwritten digits. Hidden Markov Model (HMM) [18]
and Heterogencous handwritten digits representation
model based on multiple instance learning (MIL) based
classifier [19] are other methods that introduce to solve
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recognizing handwritten digits. Also, some literatures
focus their research on Farsi/Persian handwritten digits,
like [20], where, Persian handwritten digits are
recognized using combination of two multiple
classifiers, which are based on statistic structure. Also,
the characterization loci and neural network have been
used as main feature and classifier, respectively [21].
In addition, variety structure of Multi Layer Perceptron
(MLP) have been wused to recognize Persian
handwritten digits, some of them have been reported in
[22-23]. The other tool that can be used in this field is
Fuzzy logic, as it can be seen in [24] fuzzy logic and a
clustering method along with MLP are utilized for
recognizing Persian handwritten digits. Also, pre-
processing on Persian handwritten digits database can
improve recognition rate, like [25] and or in [26], the
outer profiles of the digits’ image which are calculated
at multiple orientations has been used as main feature
and then support vector machine has been used as
classifier. SVM is used to recognize Persian
handwritten digits in [27] and [28], Zoning features and
projection histogram for feature extraction using
Support Vector Machine (SVM) with three liner and
non-linear kernels used to classify digits. Singular
Value Decomposition (SVD) algorithm has been used
in [29], this method uses several parts to solve
problem, many preprocessing techniques,
computational burden algorithm and not promising
results in comparison of our method.

In this paper, probabilistic neural network has been
introduced to classify Persian handwritten digits, even
though some papers such as [30] that uses same
method in recognition of digits in other languages. But
it is noteworthy that each language has its unique style
and calligraphy and perhaps one method which is
presented for digits of one language (e.g. Farsi) is not
proper and useful for digits of other languages (e.g.
Urdu or Arabic).In this paper to improve validation
process of proposed method Hoda database, which
consists of 80000 samples of Persian handwritten
digits, has been used. 40000 samples out of 80000 have
been used as training dataset and 20000 have been used
as validation dataset and 20000 samples have been
used as testing dataset. In addition, using PNN in usual
processors make memory problem and it is impossible
to use large database for training PNN. Therefore, in
order to remove memory problem, an intelligent
clustering method using Particle Swarm Optimization
(PSO) has been introduced.

In the rest of this paper, in the second section,
overview of probabilistic neural network, k-means
cluster and particle swarm optimization have been
presented, respectively. In section three, proposed
method has been discussed. Moreover, obtained results
have been illustrated in section four.
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2. Principle Concepts

2.1 Overview of Probabilistic Neural
Network (PNN)

Probabilistic neural network is one of the artificial
neural networks, which is based on Bayesian rule and
concept [31]. PNN is also known as Bayesian network,
belief network and knowledge map. As Fig. 1 shows,
PNN uses feed forward topology with two hidden layer
and one output layer. Hidden layers are called "pattern
layer" and "summation layer", respectively. In this kind
of ANN, each neuron is corresponded to each input
data, which contains a specific knowledge of that input
data. This knowledge is considered in Gaussian
distribution, which is represented in (1).
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Where, 14, I, ..., I, are the features of an input data,
8% is called "smoothing parameter or spread" which has
same concept as variance.
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Fig. 1. A typical structure of PNN
As shown in Fig. 2, in the second hidden layer,
distributions of i” class are added together by (2):

F, =X/ @)
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Where, f; is corresponded Gaussian distribution to Vi
input data of class C;.

In the output layer, PNN uses Bayesian decision
rules to compare the outputs of previous layer and
assigns the correct class for input data.

PNN has some advantages and disadvantages like all
classifiers:
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L

Fig. 2. An example of two-class PNN

- Advantages:
v'All process in this kind of ANN is done
parallel;

v' It does not need to computational burden
process for training, such as; Back
Propagation and Gradient descant. Therefore,
PNN is trained faster than other ANNSs.

- Disadvantages

v’ Most of the time, it is only used for
classification applications;

v Tt requires large memory;

v It requires a representative training set.

2.2 Overview of K-means Cluster

K-means is one of the oldest and simplest
unsupervised learning algorithms, which is used for
clustering problems. Different topologies have been
proposed for this algorithm; however, all of them have
two main ideas:

- To define K-centers, for K clusters;

- To assign each input data to a cluster that has the
nearest center to this input data.
In the simple format of K-means; first, corresponding
to clusters, centers have been randomly determined,
then, data will be assigned to a cluster based on their
distance with primary random centers of clusters. This
process is repeated in each iteration and new updated
centers are determined by using moderating from all
data points. In this process, the algorithm tries to
minimize objective function expressed in (3):

k n
Objectivefunction= ZZ| |1/ —c; I° (3)
Joi

Where, ||.|* calculates distance between a data point
x,(j) and center of /" cluster cj.

2.3 Overview of Particle Swarm
Optimization (PSO)

PSO simulates the behaviors of bird flocking. In
PSO, each single solution is considered as ‘‘bird’’ in
the search space, which is called as ‘particle”’. Fitness
value has been calculated for all of the particles, which
are evaluated by the fitness function to be optimized,
and have velocities, which direct the flying of the
particles [31]. The particles are ‘‘flown’” through the
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problem space by following the current optimum
particles [32-33]. In each iteration, each particle is
updated by following two ‘best’” values. The first one
is the best solution (fitness) it has achieved so far. (The
fitness value is also stored.) This value is called
"pbest". Another ‘‘best’’ value that is tracked by the
particle swarm optimizer is the best value, obtained so
far by any particle in the population. This best value is
a global best which is called "gbest". After finding the
two best values, the particle updates its velocity and
positions based on (4) and (5):

Vnew =W* Vald + C] * r *(Ppbest _)((‘S) +
CZ *r 2 *(P gbest— Xcs) (4)
Xnew =Xold + Vnew (5)

Where ,W is the inertia weight, V., is the particle
velocity, X, is the current particle (solution) of each
particle, Py and Py are positions of pbest and
gbest, coefficient r; and r, are random numbers which
can be between 0 and 1. Coefficients Cl1, C2 are
learning factors. Particle’s velocities on each
dimension are clamped to a maximum velocity V.. If
the sum of accelerations would cause the velocity on
that dimension to exceed V,,,, which is a parameter
specified by the user then the velocity on that
dimension is limited to V,,. In Fig. 3, typical
movement of one particle in solution space has been
shown.
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Fig. 3. Typical movement of one particle in solution space

3. Proposed Method

In this paper, Hoda database, which is gathered by
Prof. Kabir and Dr. Khosravi has been used [32].This
standard database includes binary images of 102352
digits which is obtained from 11942 registration form,
in this paper 80000 samples out of 102352 for
evaluation of proposed classifier, Fig. 4 shows some
typical samples of Persian handwritten digits.

Using zoning method, required features have been
extracted from these binary images. In this method, the
frame of character is divided into overlap and non-
overlap segments. Density of points or other features
from segments are used to feature extraction from that
character. These features are extracted by dividing
image into diameter and rectangular segments and then
chain codes histograms are calculated in each segment.
In this paper, digits have too much zero points (i.e. zero
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points belongs to background that is empty from
information).
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Fig. 4. Some typical samples of Persian handwritten digits

In order to extract zoning features, sub segments
which contains redundant information is removed and
each digit is limited to one quadrant. Here, each digit is
normalized to 32 X 32 images, as dimension point of
view (this normalization means that each image is
converted to given m X n dimension image). Used
method for image normalization is that 32 x 32 image
is divided into sub segments, and then points are
counted in each sub segment, and it is considered as
feature. For example, 4 x 4 blocks are chosen,
therefore, the image will contain 64 blocks that each
block has 16 points. Black points counted as feature,
thus, each digit contains 64 features that each feature
can be a number between 0 to 16.

For example we want to extract zoning feature
from digit five as shown in Fig. 5 (a). Fig. 5 (a) is
normalized to 8 x 8 image. Image is divided into 4 x 4
blocks. Then by counting black points in each block
figure 5(b) is calculated. According to Fig. 5 (b),
feature matrix has been calculated, which can be seen
in matrix (6), and then it can be converted to feature
vector such as vector (7).

Since, using large database for PNN make memory
problem, two conditions have been considered for
using PNN. In the first condition, 10000 samples out of
80000 samples have been used to train PNN and 70000
samples have been used as testing data. For better
validation, it is necessary to use more samples for
training step, however PNN do not let us do that.
Therefore, in second condition, 40000 samples have
been used to train PNN, but not original data. In order
to train PNN, centers of considered clusters for each
class have been used for training step, as Fig. 5 shows
block diagram of proposed method.
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Fig. 5. Block diagram of basic proposed method

In this step, in the first study, 60 clusters have
considered for each class using K-means algorithm and
in the second study, we let PSO to determine optimum
number of clusters in each class, namely; the number
of clusters in each class have been considered as
particles of PSO and correct recognition rate has been
considered as fitness function. As shown in Fig. 6, in
each iteration, the proposed number of clusters by PSO
is fed into clustering step for training dataset and after
that PNN is trained by calculated centers, and then in
the evaluation step, validation dataset have been tested
by trained PNN, and this procedure continues until best
recognition rate is obtained.

Feature extraction using Zoning
algorithm

h 4

Clustering data in each class in
training dataset

Using PSO to determine
Y optimum numbers of
Training PNN using obtained clusters
centers

b

h 4

Calculating correct recognition
rate for validation dataset

Fig. 6. Using PSO to determine optimum numbers of
clusters for each class

3.1 Advantages of proposed method

Week performance in training steps and consequently
not reliable results in testing step is one of the
problems in introduced methods for handwritten digits
recognition. Most of the proposed method maybe
presents good results in limited dataset but when
dataset become large, the performance of them is
reduced. Hoda dataset is one of the largest dataset in
Farsi handwritten digits, which include different type
of Persian handwritten digits. Most of the proposed
method for this dataset cannot deal with the
computational burden, especially in training step.
Proposed method shows promising results that can be
more improved yet. The advantages of proposed
method can be mentioned as follow:

- Probabilistic Neural Network (PNN) is one of
the most powerful classifier which map
information and adapt itself by training data.
Many applications using this classifier reports
its ability to present high recognition rate for
training data.

- The big problem of PNN is when it encounters
a large number of training data, therefore
feature vectors that can be extracted from
clustering is proposed in this paper.

- Center of each cluster is an average of features
in cluster and can be a good representation of
cluster. Center of each cluster is used as
training feature vectors.

- Each class of Persian handwritten digits has
its own nature and it is impossible to use same
number of clusters for them. In this paper,
PSO is introduced to find optimum number of
cluster for each class (or in other word,
optimum feature vectors for training step).
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4. Experimental Results

As mentioned before, this paper can be divided
into two main parts; in the first part, the number of
training data is low, because of memory problem.
Performance of proposed method is evaluated by
Correct Recognition Rate (CRR). It is worth noting that
results for proposed method based on PSO clustering,
is presented in minimum, maximum and average
results. In order to reach validated results using PSO,
25 separated runs have been fulfilled in this paper.
Hoda dataset has been as one of the biggest Persian
handwritten dataset by more than 100000 samples.
According to other literatures, from these samples
60000 samples are used in training step and 20000 are
used in testing step. In this paper, in order to present
honest results, 20000 data out of 60000 are used for
validation and clustering is applied on remained 40000
samples.

4.1. Persian handwritten recognition by
using PNN without clustering

Table 1 (see Appendix) shows obtained results
for recognition of Persian handwritten digits. Results
show that by increasing training data, correct
recognition rate for testing data will be increased. As
mentioned in section 2, one of the PNN's works is
mapping knowledge of input data to its hidden layer;
therefore, increasing of training data helps PNN to
classify testing data better. It is noteworthy that it is
impossible to use more than 10000 samples for training
PNN for our processor. Also, 20000 samples out of
80000 have been used as testing data. In following test
in this part, spread is four.

4.2. Persian handwritten recognition by
using PNN with clustering

In order to solve memory problem, we use K-
means algorithm to cluster data in each class. Then
centers of each class have been used as training data. In
this part, 60 clusters have been considered for each
class, namely; for example, sample data of class "0" are
clustered into 60 clusters. As Table 2 (see Appendix)
shows by increasing training data correct recognition
rate for testing data is increased.

We do not know if these clusters for each class are
optimum clusters or not? Therefore, PSO has been used
to find the optimum clusters for each class. Table 3
(see Appendix) shows the optimum clusters which
obtained by PSO. In addition, Fig. 7 shows the
convergence curve of using PSO, which is explained in
section 3. This typical curve shows the convergence of
PSO on validation data. In order to use PSO considered
parameters are as follow: Cl1=1.9 and C2=2.1, the
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number of particles= 40, maximum iteration = 50 and
inertia weight (W) = 0.99.

Table 4 (see Appendix) shows the maximum,
average and minimum obtained results of correct
recognition rate for training and testing data. In
addition, confusion matrix of testing data for optimum
result has been presented in Tables 5 (see Appendix).
In this matrix, rows are actual output of PNN in testing
step and columns are target or real labels, namely; the
numbers in the diameter of this matrix are correct
classified data.
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Fig. 7. A typical Convergence curve of correct recognition
rate for validation data

4.3. Comparison with Other Methods

In order to evaluate the ability of proposed method
for Persian handwritten recognition, obtained results
have been compared with Feed Forward Back
Propagation Neural Network (FFBPNN) (whit three
layers; two hidden layer and on output layer 90-70-10)
and other methods presented in literatures. As it can be
seen in Table 6 (see Appendix), correct recognition rate
for training data when FFBPNN is used is less than
PNN, but correct recognition rate for testing data is
bigger than PNN with simple clustering method.
However, it is less than correct recognition rate when
PSO has been used to find optimum clusters. It is worth
noted that for testing FFBPNN, centers of clusters have
been used as training data, as well.

5. Conclusion

In this paper, probabilistic neural network has been
presented to classify Persian handwritten digits. Since,
PNN maps the knowledge of input data in its hidden
layer, it is predictable that it can presents very good
performance for training data, however, memory
problem limits the useable training data. Therefore, K-
means has been introduced to solve as a clustering
algorithm, and then, centers of each class have been
used as training data. In addition, in order to improve
proposed method PSO has been used to find optimum
numbers of clusters in each class. Obtained results
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show

that proposed method presents the best

recognition rate for training data and very good and
promising recognition rate for testing data. Moreover,
it is possible to improve this recognition rate by using
better controlling parameter for PSO or using more
powerful optimization methods.
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Appendix

In this section tables of this paper can be seen.

Table. 1. Obtained results for Persian handwritten recognition by using PNN without clustering

The number of Misclassified Correct recognition rate for Correct classified testing  Correct recognition rate

training data training data training data (%) data for testing data (%)
5000 0 100 19080 95.4
8000 0 100 19186 95.93
10000 0 100 19200 96

Table. 2. Obtained results for Persian handwritten recognition by using PNN with clustering

Classification Misclassified Correct recognition rate for  Correct classified testing  Correct recognition rate
method training data training data (%) data for testing data (%)
PNN 0 100 19238 96.16

Table. 3. Optimum clusters for each class by using PSO

Class (digit) 0 1 2 3 4 5 6 7 8 9

Optimum clusters 141 136 150 159 182 156 178 159 168 197

Table. 4. Obtained results for Persian handwritten recognition by using PNN with clusters for 25 separated runs

Classification Correct classified Correct re.co.gmtlon Correct classified testing Correct rec?gmtlon
method training data rate for training data data rate for testing data
(%) (%)
Min. | Avg. | Max. | Min. | Avg. | Max. | Min. | Avg. Max. | Min. | Avg. | Max.
PNN 20000 | 20000 | 20000 | 100 100 100 19468 | 19553.88 | 19636 | 97.34 | 97.76 | 98.18
Table. S. Confusion matrix for testing data with optimum clusters
eal outputs (labels)
M 0 1 2 3 4 5 6 7 8 9
Zero (°) 1949 33 0 0 0 15 0 3 0 0
One () 37 1952 6 0 0 0 2 0 0 3
Two (%) 0 8 1926 51 12 0 0 0 0 3
Three (") 0 0 34 1944 16 2 3 0 1 0
Four (%) 0 3 23 21 1953 0 0 0 0 0
Five (%) 10 4 3 0 0 1980 0 1 1 1
Six (1) 0 9 1 0 1 2 1978 0 1 8
Seven (V) 0 1 5 0 3 0 2 1987 0 1
Eight (f\ ) 0 4 0 0 0 1 0 0 1991 4
Nine ( q ) 1 10 3 0 2 0 8 0 1 1976
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Table 6: Comparison proposed method with other methods

Classification method

Correct recognition rate for training data

Correct recognition rate for testing data

(%) (%)
PNN without clustering 100 96
PNN with simple clustering 100 96.16
. . . Max.: 98.18
PNN with clustering using PSO 100 Avg.: 97.76
FFBPNN without clustering 97.6 94.96
FFBPNN with simple clustering 97.28 96.63
FPGA [23] 97.28 96
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