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Abstract:

Artificial neural networks are a subset of machine learning inspired by the biological neural networks of the human
brain. These networks are applied in various fields, including natural language processing, pattern recognition and
image processing. CNNs are an example of networks that have a layered structure. Due to the high volume of
computations in CNNs, there is an increased need for bandwidth and memory transfers. researches have shown that the
energy consumption and access time of external memory are 200x and 10x greater than internal memory.

One of the main solutions to reduce energy consumption is to increase data reuse and reduce the number of accesses to
external memory. Maximizing data usage reduces the number of data movements and memory accesses. One method
for data reuse is loop-level scheduling and tiling. This paper models the relationship between the number of accesses to
external memory when using tiling. That presented as a mathematical formula that can determine the exact number of
DRAM accesses based on network parameters and the tile size. Then optimal parameters are obtained with the goal of
minimizing the use of external memory and establishing the relationship between network configuration parameters and
tile size.
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1. Motivation of the work

One of the most widely used neural networks is the
Convolutional Neural Network (CNN). Due to their high
accuracy, these networks are extensively utilized in
image classification, object detection, and localization
tasks. CNNs are frequently deployed on mobile devices,
which require high performance while operating under
strict power consumption constraints[1].To achieve
higher accuracy, CNNs require deeper layers, a larger
number of parameters, and consequently, an increased
network size. Additionally, given the large data volume,
data movement within the network increases, leading to
higher bandwidth requirements and frequent memory
transfers. Since memory bandwidth is limited, execution
delays occur, resulting in performance degradation.
Research indicates that the energy consumption and
access time of external DRAM are approximately 200
times and 10 times higher, respectively, than those of
internal memory. Therefore, reducing the reliance on
external DRAM, minimizing memory transfers, and
optimizing data movement can enhance both energy
efficiency and overall performance[2][3].

In this paper, we first propose a mathematical formula to
calculate the number of DRAM accesses based on
network parameters. Then, using this formula, we
determine the optimal tile size for each layer of the CNN,
considering the structural parameters of the layer.
Additionally, we establish the relationship between the
optimal tile size and network parameters, which can be
beneficial for memory optimization, energy efficiency,
and reducing the number of external memory accesses.

2. Contributions

In prior studies, to reduce DRAM accesses, the
mathematical formula for calculating external memory
accesses has been derived based on loop parameters in
CNNs, focusing on optimizing the access pattern for loop
tiling[4][5]. However, these studies do not explore the
relationship between network structural parameters (such
as kernel size and stride), tile size, and DRAM access
count. Additionally, some previous works have
determined the optimal tile size through simulations
rather than providing an exact mathematical model.

In our work, we develop a precise mathematical model
that establishes the relationship between the number of
DRAM accesses and key parameters such as stride and
kernel size when tiling is applied. Leveraging this
formula, we derive the optimal tile size to minimize
memory accesses.

3. Procedures

In this paper, we address the lack of a precise
mathematical relationship between tile size and the
number of external memory accesses in CNNSs. Previous
research has not provided an exact formula for
determining the optimal tile size to maximize data reuse
and minimize memory accesses. To bridge this gap, we
develop a mathematical model that accurately describes
the relationship between tile size and memory accesses,
ensuring efficient memory usage.

VOA

Additionally, we incorporate other critical parameters
such as kernel size, stride, and layer-specific structural
characteristics into our model. These factors significantly
influence tile size and memory access patterns, and
understanding their interactions is crucial for optimizing
CNN performance. Our primary objective is to reduce the
number of DRAM accesses while maximizing data reuse,
ultimately leading to lower energy consumption in CNN-
based applications. To evaluate the effectiveness of our
approach, we analyze the impact of tiling on different
CNN architectures, particularly MobileNet, which is
widely used in mobile and edge devices. By examining
various layers of these networks, we assess how tiling
strategies  influence  memory  efficiency  and
computational performance across diverse architectures.
4. Findings

Based on our proposed mathematical formula for
accurately estimating the number of DRAM accesses, we
developed an algorithm to determine the optimal tile size
for each CNN layer, maximizing data reuse.
Additionally, we analyzed the impact of network
parameters such as kernel size and stride on memory
access patterns. Our results indicate that the optimal tile
size does not necessarily increase with the input
dimensions (ni). Instead, it remains relatively close to the
kernel size (k), with minimal deviation.

To further investigate the effect of input size on optimal
tiling, we conducted experiments by keeping kernel size
and stride (s) constant while varying input dimensions
across different configurations. The findings consistently
showed that input size has a negligible impact on optimal
tile size, whereas kernel size plays a significant role in
determining its value.

Furthermore, we applied our proposed algorithm to
MobileNet and determined the optimal tile size for each
layer. Using the suggested parameter configurations, the
number of external memory accesses was reduced by
40% to 87% compared to the baseline implementation.
These results demonstrate the effectiveness of our
approach in enhancing memory efficiency and reducing
energy consumption in  CNN-based applications,
particularly for resource-constrained devices such as
mobile platforms.

5. Conclusion

Tiling is a key technique for optimizing CNN memory
usage and performance. By leveraging spatial and
temporal data locality, tiling enables data reuse,
minimizing external memory accesses and data
movement. In this study, we mathematically model
external memory accesses based on network structural
parameters and tile size. We then formulate an
optimization problem to determine the optimal tile size
that minimizes external memory accesses while applying
techniques to reduce the search space. Our analysis
reveals that optimal tile size is closely related to kernel
size, remaining less than four times the kernel size in
over 70% of cases. Additionally, we show that increasing
stride reduces external memory accesses due to lower
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window overlap and causes the optimal tile size to
decrease, aligning closely with the kernel size.
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Function Optimum_Tile (Ni, K, S):

o Find a valid tile set with no padding with (Ni, k, s):
o Tiles € {(No%Nt)!=0}
o validyes = {ty, ty, .t}
 Find total number of DRAM accesses for valid tiles with equation 6:
o #DRAMHEC = {Dtl;D[Zu--;Dlm]
¢ Choose optimum tile when:
0 lope =1ty when Dy — D1(11+1) <10% = Dy
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Type / Stride Filter Shape Input Size
Conv / s2 3 x3x3x32 224 x 224 x 3
Conv dw / s1 3 x 3 x32dw 112 x 112 x 32
Conv /sl 1x1x32x64 112 % 112 x 32
Conv dw / s2 3 x 3 x 64 dw 112 x 112 x 64
Conv /sl 1x1x64x128 56 x 56 x 64
Conv dw / s1 3 x 3 x 128dw 56 x 56 x 128
Conv /sl 1x1x 128 x 128 56 x 56 x 128
Conv dw / s2 3 x 3 x 128 dw 56 x 56 x 128
Conv /sl 1x1x 128 x 256 28 x 28 x 128
Conv dw / sl 3 x 3 x 256 dw 28 x 28 x 2b6
Conv /sl 1x 1 x 256 x 256 28 x 28 x 256
Conv dw / s2 3 x 3 x 256 dw 28 x 28 x 256
Conv /sl 1x1x 256 x 512 14 x 14 x 256
- Convdw/sl | 3 x3x512dw 14 x 14 x 512
=7 Conv /sl 1x1x512 x 512 14 x 14 x 512
Conv dw / s2 3 x 3 x 512 dw 14 x 14 x 512
Conv /sl 1x1x512 x 1024 T x7x5b12
Conv dw / s2 3 x 3 x 1024 dw Tx'7x1024
Conv /sl 1 x1x1024 x 1024 | 7 x 7 x 1024
Avg Pool / s1 Pool 7 x 7 T x7x1024
FC /sl 1024 » 1000 1 x1x1024
Softmax / s1 Classifier 1 x 1 x 1000
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