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Abstract: 
Artificial neural networks are a subset of machine learning inspired by the biological neural networks of the human 

brain. These networks are applied in various fields, including natural language processing, pattern recognition and 

image processing. CNNs are an example of networks that have a layered structure. Due to the high volume of 

computations in CNNs, there is an increased need for bandwidth and memory transfers. researches have shown that the 

energy consumption and access time of external memory are 200x and 10x greater than internal memory. 

One of the main solutions to reduce energy consumption is to increase data reuse and reduce the number of accesses to 

external memory. Maximizing data usage reduces the number of data movements and memory accesses. One method 

for data reuse is loop-level scheduling and tiling. This paper models the relationship between the number of accesses to 

external memory when using tiling. That presented as a mathematical formula that can determine the exact number of 

DRAM accesses based on network parameters and the tile size. Then optimal parameters are obtained with the goal of 

minimizing the use of external memory and establishing the relationship between network configuration parameters and 

tile size. 

 

 

 

 

 

Keywords: CNNs, Energy consumption, DRAM, Data reuse, Tiling. 

 

 

Article Type: Research 

 

 

 Received: 24. 11. 2024 

Revised: 08. 01. 2025 

Accepted: 06. 02. 2025 

Corresponding author: Mostafa Ersali Salehi Nasab 

Corresponding author’s address: School of Electrical and Computer Engineering, University College of Engineering,  

University of Tehran, North Kargar St., Tehran, Iran 

 

 

 

 

157

https://doi.org/10.61186/jiaeee.22.2.160
https://creativecommons.org/licenses/by-nc/4.0/


Journal of Iranian Association of Electrical and Electronics Engineers, Vol. 22 No. 2 ,2025 

1. Motivation of the work 
One of the most widely used neural networks is the 

Convolutional Neural Network (CNN). Due to their high 

accuracy, these networks are extensively utilized in 

image classification, object detection, and localization 

tasks. CNNs are frequently deployed on mobile devices, 

which require high performance while operating under 

strict power consumption constraints[1].To achieve 

higher accuracy, CNNs require deeper layers, a larger 

number of parameters, and consequently, an increased 

network size. Additionally, given the large data volume, 

data movement within the network increases, leading to 

higher bandwidth requirements and frequent memory 

transfers. Since memory bandwidth is limited, execution 

delays occur, resulting in performance degradation. 

Research indicates that the energy consumption and 

access time of external DRAM are approximately 200 

times and 10 times higher, respectively, than those of 

internal memory. Therefore, reducing the reliance on 

external DRAM, minimizing memory transfers, and 

optimizing data movement can enhance both energy 

efficiency and overall performance[2][3]. 

In this paper, we first propose a mathematical formula to 

calculate the number of DRAM accesses based on 

network parameters. Then, using this formula, we 

determine the optimal tile size for each layer of the CNN, 

considering the structural parameters of the layer. 

Additionally, we establish the relationship between the 

optimal tile size and network parameters, which can be 

beneficial for memory optimization, energy efficiency, 

and reducing the number of external memory accesses. 

 

2. Contributions 
In prior studies, to reduce DRAM accesses, the 

mathematical formula for calculating external memory 

accesses has been derived based on loop parameters in 

CNNs, focusing on optimizing the access pattern for loop 

tiling[4][5]. However, these studies do not explore the 

relationship between network structural parameters (such 

as kernel size and stride), tile size, and DRAM access 

count. Additionally, some previous works have 

determined the optimal tile size through simulations 

rather than providing an exact mathematical model. 

In our work, we develop a precise mathematical model 

that establishes the relationship between the number of 

DRAM accesses and key parameters such as stride and 

kernel size when tiling is applied. Leveraging this 

formula, we derive the optimal tile size to minimize 

memory accesses.  

 

3. Procedures 
In this paper, we address the lack of a precise 

mathematical relationship between tile size and the 

number of external memory accesses in CNNs. Previous 

research has not provided an exact formula for 

determining the optimal tile size to maximize data reuse 

and minimize memory accesses. To bridge this gap, we 

develop a mathematical model that accurately describes 

the relationship between tile size and memory accesses, 

ensuring efficient memory usage. 

Additionally, we incorporate other critical parameters 

such as kernel size, stride, and layer-specific structural 

characteristics into our model. These factors significantly 

influence tile size and memory access patterns, and 

understanding their interactions is crucial for optimizing 

CNN performance. Our primary objective is to reduce the 

number of DRAM accesses while maximizing data reuse, 

ultimately leading to lower energy consumption in CNN-

based applications. To evaluate the effectiveness of our 

approach, we analyze the impact of tiling on different 

CNN architectures, particularly MobileNet, which is 

widely used in mobile and edge devices. By examining 

various layers of these networks, we assess how tiling 

strategies influence memory efficiency and 

computational performance across diverse architectures. 

4. Findings 
Based on our proposed mathematical formula for 

accurately estimating the number of DRAM accesses, we 

developed an algorithm to determine the optimal tile size 

for each CNN layer, maximizing data reuse. 

Additionally, we analyzed the impact of network 

parameters such as kernel size and stride on memory 

access patterns. Our results indicate that the optimal tile 

size does not necessarily increase with the input 

dimensions (ni). Instead, it remains relatively close to the 

kernel size (k), with minimal deviation. 

To further investigate the effect of input size on optimal 

tiling, we conducted experiments by keeping kernel size 

and stride (s) constant while varying input dimensions 

across different configurations. The findings consistently 

showed that input size has a negligible impact on optimal 

tile size, whereas kernel size plays a significant role in 

determining its value. 

Furthermore, we applied our proposed algorithm to 

MobileNet and determined the optimal tile size for each 

layer. Using the suggested parameter configurations, the 

number of external memory accesses was reduced by 

40% to 87% compared to the baseline implementation. 

These results demonstrate the effectiveness of our 

approach in enhancing memory efficiency and reducing 

energy consumption in CNN-based applications, 

particularly for resource-constrained devices such as 

mobile platforms. 

 

5. Conclusion 
Tiling is a key technique for optimizing CNN memory 

usage and performance. By leveraging spatial and 

temporal data locality, tiling enables data reuse, 

minimizing external memory accesses and data 

movement. In this study, we mathematically model 

external memory accesses based on network structural 

parameters and tile size. We then formulate an 

optimization problem to determine the optimal tile size 

that minimizes external memory accesses while applying 

techniques to reduce the search space. Our analysis 

reveals that optimal tile size is closely related to kernel 

size, remaining less than four times the kernel size in 

over 70% of cases. Additionally, we show that increasing 

stride reduces external memory accesses due to lower 
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window overlap and causes the optimal tile size to 

decrease, aligning closely with the kernel size. 
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بندی موثر در شتابدهنده ‫مدلسازی دسترسی به حافظه براساس کاشی

 کانولوشنی  های عصبی‫افزاری شبکه‫سخت
 

 2مصطفی ارسالی صالحی نسب، 1سکینه صیدی
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های عصبی زیستیِ مغز ای از یادگیری ماشین هستند که الهام گرفته از شبکهصبی مصنوعی زیرمجموعههای عشبکه :چکیده

های مختلف از جمله پردازش زبان طبیعی، تشخیص الگو، پردازش ها در حیطهانسان هستند و قابلیت یادگیری دارند. این شبکه

ها هستند که ساختار ای از این شبکهنمونه CNNهای عصبی دارند. شبکههای دیگر کاربرد تصویر، بینایی ماشین و بسیاری از زمینه

ها چنین داده درحال جریان در این شبکههم ها کانولوشن است. از آنجایی که حجم محسابات ولایه به لایه دارند و عملیات اصلی آن

 تقریباً نشان داده است که انرژی مصرفی حافظه خارجیشود. تحقیقات زیاد است، نیاز به پهنای باند و انتقالات به حافظه بیشتر می

برابر حافظه داخلی است، که همین امر باعث افزایش انرژی مصرفی و عدم تعادل در توپولوژی  10برابر و زمان دسترسی به آن  200

های و کاهش تعداد دسترسی افزایش استفاده مجدد از داده، شود. یکی از راهکارهای اصلی برای کاهش انرژی مصرفیمسیر داده می

ها به حافظه های داده و دسترسیاستفاده حداکثری شود، باعث کاهش در تعداد حرکت پارامتر شبکهحافظه خارجی است. اگر از 

بندی است. در این مقاله رابطه های کاشیشود. یکی از روش های استفاده مجدد از داده، زمانبندی سطح حلقه و اعمال تکنیک‫می

. این مدل به به صورت ریاضی مدل کردیم ،بندی‫در صورت استفاده از تکنیک کاشی را های حافظه خارجیتعداد دسترسیبین 

مدل کند.  را بر اساس پارامترهای شبکه و اندازه کاشی DRAMهای تواند تعداد دقیق دسترسیصورت فرمول ریاضی است که می

های حافظه خارجی، بهینه در مساله بهینه سازی با هدف کم کردن دسترسی از این مدل ریاضی برای یافتن پارامترهای سپس

 استفاده کردیم. 

 بندی، استفاده مجدد از داده، کاشیDRAM، انرژی مصرفی، حافظه خارجی CNNهای عصبی شبکه: کلیدی کلمات

 پژوهشی نوع مقاله: 
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 مقدمه -1
هوش مصنوعی تکنیکی است که به یک کامپیوتر یا ماشین امکان تقلید  

های مختلفیی ماننید   . حوزه]1[ دهدانسان را میرفتار، عملکرد یا اعمال 

 عمیق و یادگیری ماشین، زیرمجموعه هوش مصینوعی هسیتند  یادگیری

. ییادگیری ماشییین و یییادگیری عمیییق بیه عنییوان ابیی اری  ییوی، در   ]2[

هیای  تشخیص صدا، پردازش زبان طبیعیی، پ شیکی و بسییاری از حیوزه    

گیری از داده بیا اسیتفاده از   دیگر کاربرد دارند. در هر دو تکنولیویی، ییاد  

های شود. با این تفاوت که یادگیری ماشین از تئوریها انجام میالگوریتم

کنید ولیی ییادگیری عمییق از     آماری برای یادگیری از داده استفاده میی 

هیای عصیبی در   شبکه کند.های عصبی برای یادگیری، استفاده میشبکه

، ]3[ هیای  لبیی  یتمیی های مختلفی ماننید پ شیکی، تشیخیص آر   حوزه

-، پردازش تصویر و بسیاری از حیوزه ]4[ های تایپیتصحیح خودکار غلط

  های دیگر کاربرد دارد. 

هسیتند.   CNNهای عصبی های عصبی پرکاربرد، شبکهای از شبکهنمونه

، 1بنیدی تصیویر  ها به دلیل د ت بیاییی کیه دارنید، در ک سیه    این شبکه

-ها در دسیتگاه اربرد دارند. از این شبکه، ک3سازیو محلی 2تشخیص اشیا

ها نیاز به کارایی بای و شوند. این دستگاههای همراه، به وفور استفاده می

چنین توان مصرفی محدودی دارند.  بنابراین نییاز اسیت کیه اییرای     هم

ها از لحاظ مصیر  تیوان و انیریی،    بر روی این دستگاه CNNهای شبکه

 .  ]5[ بهینه شود

تیر،  های عمییق برای رسیدن به د ت بایتر، نیاز به ییه CNNی هاشبکه

تعداد پارامترهای بیشتر و در نتیجه حجم شبکه ب رگتری دارند. از همین 

ب رگ هستند. از طرفیی تیاریر زمیان     CNNهای رو، مجموعه داده شبکه

وری بیر کیارایی و بهیره    DRAMو  SRAMهیای  به حافظیه  4دسترسی

ها، بیه شیدت بیشیتر بیوده و     با تاریر محاسبات بر آن، در مقایسه 5انریی

 .  ]6[ غالب است

نیی  در   6هم چنین باتویه به اینکه حجم داده زییاد اسیت، حرکیت داده   

-شبکه زیاد شده و نیاز به پهنای باند و انتقایت به حافظه نی  بیشتر می

 شود. به دلیل اینکه پهنای باند حافظه محدود است، در نتیجه تیاخیر در 

رود. تحقیقیات نشیان   افتد و کارایی از دست میروند ایرای کار اتفاق می

داده اسیت کیه انیریی مصیرفی و زمیان دسترسیی بیه حافظیه خییاریی         

DRAM برابر حافظه داخلی است. بنیابراین   10و  200 تقریباً به ترتیب

و انتقیایت بیه آن و حرکیت     DRAMکاهش استفاده از حافظه خیاریی 

 ]7[ بود انریی مصرفی و کارایی را در پیش داشته باشید تواند بهداده، می

]8[ ]9[ ]5[.  

هیای حافظیه   های مطرح شده و کاهش تعداد دسترسیی برای حل چالش

، تحقیقات  بلی با هد  بیشینه کردن اسیتفاده مجیدد   DRAMخاریی 

در یک  ]5[ ]11[ ]10[. از داده، در کلیه سطوح حافظه، انجام شده است

انجیام شیده، بیرای اسیتفاده مجیدد از داده در سیطح        گروه از تحقیقات

ه ینه بیرای  های کماف ار وتوپولویی مسیر داده، از حافظهمعماری سخت

شود که با این کار تعداد دسترسی به های پرتکرار استفاده میذخیره داده

گردد. در تحقیقات مربوط به سطح شیبکه  ، کمتر میهای پره ینهحافظه

هیای چنید یییه بیاهم، از     پیردازش  7با تغییر مسیر و ادغامای، و بین ییه

.  ]5[ ]14[ ]13[ ]12[ شیود ها نی ، استفاده مجدد میی های بین ییهداده

یابید. در  شود که انتقایت بیه حافظیه خیاریی کیاهش     این امر باعث می

های در سطح حلقه و 8دنبندسته دیگری از تحقیقات  بلی، با طراحی زما

هیای حافظیه   بندی، تعداد دسترسی9هایی مانند کاشیکنیکاستفاده از ت

بیرای کیاهش دسترسیی     ]16[ در .]9[ ]15[ دهندخاریی را کاهش می

هیا بیه صیورت    ، ترکیبیی از پارتیشین کیردن یییه    DRAMهای حافظه 

تطبیقی و زمابندی محاسبات، پیشنهاد شده است. دروا ع با کاشی کردن 

ها انجام شده است و با انحصاری کیردن  یهها، پارتیشن کردن یانواع داده

 ، زمانبنیدی را میدیریت کیرده اسیت. در    CNNبندی شیبکه  ترتیب ییه

طراحی شده است که برای شبکه ورودی و سخت  10چارچوب، یک ]13[

اف ار موردنظر، زمانبندی محاسبات طوری انجام شود که از نظر دسترسی 

ندی بهینه سیخت افی اری،   حافظه خاریی بهینه باشد. برای یافتن پیکرب

پیشینهاد شیده    DRAMهیای  یک فرمول ریاضی برای تعداد دسترسیی 

سیازی اسیتفاده شیده و در    است و سپس از این فرمول برای مساله بهینه

صحبتی  CNNFlowنهایت پارامترهای بهینه، به دست آمده است. اما در

ییه از  از سای  کاشی بهینه و ارتباط آن بیا پارامترهیای سیاختاری هیر ی    

هیا، گفتیه نشیده اسیت.     شبکه، مانند اندازه کرنل، اندازه گام و ابعاد داده

نشیان   1 در شیکل کیه   های میا سازیشبیهنتایج  باتویه به درصورتی که

هیای  تواند در تعداد دسترسیی ، مشخص است که اندازه کاشی میایمداده

DRAM  .تاریر داشته باشد 

 
 DRAMهای کاشی در تعداد دسترسی اندازهتاثیر : (1)شکل 

 

-در این مقاله، در ابتدا یک فرمول ریاضی برای محاسبه تعداد دسترسیی 

. سپس بیا  ایمکردهبا تویه به پارامترهای شبکه، پیشنهاد  DRAMهای 

استفاده از این فرمول ریاضی، سای  بهینه اندازه کاشی بیرای هیر یییه از    

آیید.  ارامترهای ساختاری یییه، بیه دسیت میی    باتویه به پ CNNشبکه 

نیی  بیه    را همچنین ارتباط بین سای  کاشی بهینیه و پارامترهیای شیبکه   

که می تواند در بهینه سازی حافظه، انریی مصرفی و تعداد  وردیمدست آ

 های حافظه خاریی، مفید باشد.دسترسی

 

 کارهای پیشین   -2
هیای  برای پیاده سازی شبکههایی ها، شتابدهندهدر راستای بهبود چالش

CNN   هیا بیا تمرکی  بیر واحییدهای     انید. ایین شیتابدهنده   طراحیی شیده

هیای  سازی حافظه و کنترلر برای کرنلها، بهینهمحساباتی و اتصایت آن
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هیا از  . بسییاری از ایین شیتابدهنده   ]18[ ]17[ انید مختلف، طراحی شده

. ]19[ ]17[ کننید می، استفاده 11اف ارشده با نرمکنترل on-chipحافظه 

عمییق، معمیوی از هی اران یییه بیا       CNNهیای ولی به دلیل اینکه شبکه

اند، پییاده  میلیون پارامتر وزن، تشکیل شده 50اشکال مختلف و بیش از 

ها با مشکل کمبود منابع محاسباتی و حافظه موایه است و بیه  سازی آن

تفاده می شود. برای انتقال اط عات اس DRAMناچار از حافظه خاریی 

بسیار بیشتر از  DRAMاز طرفی زمان دسترسی و انریی مصرفی حافظه 

بسییاری از تحقیقیات بیا تمرکی  بیر کیاهش تعیداد         حافظه داخلی است.

. ]20[ و نقل و انتقایت به آن انجام شیده اسیت   DRAMدسترسی های 

هیای شیبکه بیه حافظیه خیاریی      در حالت کلی برای کیاهش دسترسیی  

DRAMه مجییدد حییداکاری از داده در هییر سییطح از حافظییه، ، اسییتفاد

پیشنهاد شده است. در گروهی از تحقیقات با آگاهی از الگوهای اسیتفاده  

هییای مختلفییی از داده ایجییاد مییی کننیید کییه در سییطح داده، مسیییرداده

توپولویی و سخت اف ار، اسیتفاده مجیدد از داده داشیته باشیند. باتوییه      

اف ار، چند و استفاده مجدد در سطح سختانتخاب نوع داده برای ذخیره 

 ASICافی اری  ی سیخت ، شتابدهنده]11[ شود. درمسیر داده ایجاد می

ارائه شده است که در مسیر داده آن، برای چهار واحد محاسباتی، فیلتیر  

شود. دروا ع این شتابدهنده، های مختلف اعمال میوزن یکسان و ورودی

وزن را در سطح واحدهای پردازشی دارد  استفاده مجدد داده از فیلترهای

، ]15[ سازی و استفاده مجدد را اف ایش داده است. در معماریکه موازی

، در نظیر  CNNهای دوبعدی سیستولیک برای محسابات الگیوریتم  آرایه

گرفته شده است. در این معماری، هرکدام از واحدهای پردازشیی امکیان   

دارند. این شتابدهنده تا زمیانی  را در هرک ک  12انجام یک ضرب و یمع

هیای مییانی را   که محاسبات یک گره به صورت کامیل انجیام شیود، داده   

هیای  کند. با این کار حرکت دیتای مییانی و تعیداد دسترسیی   ذخیره می

DRAM ای طراحی شیده اسیت   ، شتابدهنده]21[ دهد. دررا کاهش می

های مییانی، بیافر   ها و ورودی و هم برای خروییکه در آن هم برای وزن

 رار داده شده است. این بافرها به صورت پینگ پنگی هستند تیا تعیادل   

بین زمان انتقال داده و پردازش داده رعایت گردد و کارایی بهبود داشیته  

باشد. در این کار استفاده مجدد از ورودی و وزن ویود دارد. تمرک  اصلی 

اده حیداکاری از انیواع   های گفته شده اخیر، بر استفهای روشمسیرداده

 ی میانی است.  چنین کاهش حرکت دادهداده و هم

، با هید  بیشیینه کیردن اسیتفاده مجیدد از      ]Eyeriss، ]5در معماری  

های ی ئی، مسییر  یمعها و کاهش حرکت حاصلهای ورودی و وزنداده

مطییرح شییده اسییت. در اییین    Row Stationary، بانییام 2داده شییکل

بیه صیورت ردیفیی     (ifmap row1)هیای ورودی ژگیمسیرداده، نقشه وی

نیی  از پییش    (filter row1)هاهایی از وزنشوند و ردیفبندی میتقسیم

هیای واحیدهای پردازشیی  یرار دارنید. نقشیه       بارگیری شده و در حافظه

اند، سپس در هر ستون های ورودی نی  به صورت مورب وارد شدهویژگی

 د. شویک حاصل یمع ی ئی، تولید می

 
 ]Row Stationary ]5: مسیرداده (2)شکل 

 

های حافظیه از  در دسته دیگری از تحقیقات برای کاهش تعداد دسترسی

برند. زمانبندی کردن محاسبات ییک  زمانبندی کردن محاسبات بهره می

-است و مشخص می CNNهای سازی کارایی شبکهمفهوم مهم در بهینه

،  یرار اسیت   CNNو چه زمانی هرکدام از عملیات الگوریتم  کند که کجا

توانید بیا اهیدا  مختلیف از یملیه      اتفاق بیفتید. زمانبنیدی کیردن میی    

ترکیردن حافظیه و   سازی بیشتر، کمحداکارکردن استفاده از داده، موازی

شود. در اینجا زمانبندهای با هید  کیاهش حافظیه و    بهبود انریی انجام 

 آن، مطرح است.های تعداد دسترسی

MemFlow     چارچوبی است که بیا هید  اسیتفاده حیداکاری از داده و ،

، برای محاسیبات، زمانبنید بهینیه ارائیه     DRAMحدا ل شدن دسترسی 

آورده شده است،  3که معماری آن در شکل  MemFlow. در]9[ کندمی

کننید. در  یریان داده را در سه مرحله بیا اسیتفاده ازکنترلر،کنتیرل میی    

کنند. در مریلیه دوم، ترتیبیی ازمحاسیبات    اول داده را کاشی می مرحله

کننید کیه ایین محسیابات کیل      را ایجاد می Macro Nodeتحت عنوان 

را گرفته و درنتیجه باید به ترتیب انجام شوند. در مرحله  SRAMفضای 

 SRAMهیای  هیای داده، تعیدادی از بانیک   سوم، به هر کیدام از کاشیی  

ب پارامترهای استخرایی از ایین سیه مرحلیه،    دهند. برحساختصاص می

کنند و سپس را فرمول می DRAMهای حافظه خاریی تعداد دسترسی

توسط چیارچوب پیشینهادی خیود، پارامترهیای انیدازه کاشیی، ترتییب        

Macro Nodeهای ها و تعداد بانکSRAM کنند. کنترلر را مشخص می

-را کنترل و زمانبندی مینی  با در نظر گرفتن این پارامترها، مسیر داده 

دارد، زمان طوینی برای مشخص شدن  MemFlowکند. اما مشکلی که 

این مشکل حل شده  CNNFlowها و مقادیر بهینه است که در خرویی

 است.

 
 ]MemFlow ]9معماری : (3)شکل 

 

 CNNFlow       یک چارچوب است کیه بیه صیورت اتوماتییک محاسیبات

را بیا هید  داشیتن بیشیترین اسیتفاده مجیدد از داده،        CNN الگوریتم
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. باتویه بیه اینکیه هریییه از کانولوشین از چنید      ]13[ کندزمانبندی می

باتوییه بیه نقشیه     CNNFlowحلقه با عمق بای تشکیل شده اسیت، در  

هیا پارتیشین شیده و در    های مربوط به حلقهمحاسباتی آن، در ابتدا داده

هیای  شوند. سیپس هرییک از کاشیی   گروه می SRAMهای سطح کاشی

های سطح واحدهای محاسباتی پارتیشن را به کاشی SRAMداده سطح 

های ییه کانولوشن و اینکیه ایین   کند. در ادامه با آگاهی از انواع حلقهمی

ها در کنار هم چه الگوهای استفاده مجدد از داده را خواهند داشت، حلقه

 SRAMو  DRAMهیای  عداد دسترسییک فرمول ریاضی د یق برای ت

یی  پارامترهیای ایین     SRAMها و پیکربندی کند. ترتیب حلقهمدل می

فرمول هستند. در ادامه چارچوبی توسعه داده است که با هد  کم کردن 

-با استفاده از فرمول ریاضی، مساله بهینیه  DRAMهای تعداد دسترسی

چنیین بیه دلییل    نید. هیم  کسازی را حل کرده و مقادیر بهینه را ارائه می

اینکه فضیای حالیت میورد یسیتجو بسییار حجییم و زمیانبر اسیت، در         

CNNFlow های اتوماتیک کردن پارتیشین فضیای   با استفاده از تکنیک

تیر و زمیان   حافظه و انتخاب سای  کاشی مناسب فضای حالت را کوچیک 

با داشتن سخت اف ار و حافظه  CNNFlowایرا را نی  کاهش داده است. 

ابت، به عنوان ورودی مساله، ترتیب حلقه ها و پارتیشن بنیدی حافظیه   ر

بهینه را در خرویی به دست می دهید و نتیجیه ای بیرای مقیدار بهینیه      

اندازه کاشی برای هر ییه، ندارد. از طرفی پارامترهای سیاختاری شیبکه   

مانند اندازه کرنل، گام و ابعاد داده برای هر ییه را نیی  در میدل ریاضیی    

بییرای کییاهش تعییداد   SmartShuttleخییود در نظییر نگرفتییه اسییت. در 

کنید کیه   یک الگوریتم مبتنی بر تحلیل ارائه می DRAMهای دسترسی

برای هر ییه، یک سای  کاشی مناسب و یک روش زمابنید مناسیب ارائیه    

های تجربی اسیت و هییپ پاییه و    می کند، اما این تحلیل مبتنی بر روش

برای  FPGAای مبتنی بر شتابدهنده ]22[در . ]16[  انون ریاضی ندارد

هیا و  اند که در آن از تکنیک ادغیام یییه  پیشنهاد کرده CNNهای شبکه

وری حافظه استفاده شده اسیت. در ایین   بندی خرویی، برای بهرهکاشی

هایی تحیت عنیوان کاشیی تقسییم     مقاله، نقشه ویژگی خرویی به شبکه

کاشی خروییی  هرکه پارامترهای  را شوند و سپس عناصری از ورودیمی

آورند و توسط شتابدهنده پیردازش مربیوط   اند به دست میرا تولید کرده

هیا  به تولید کل پارامترهای کاشی خرویی، یکجا انجام شیده و خروییی  

بنیدی  هیا بیه همیراه کاشیی    شوند. باتویه به اینکه از ادغام ییهتولید می

-اند و هیم فظه خاریی بهبود داشتهاستفاده شده است، در استفاده از حا

بندی اند. در مقاله مذکور، کاشیداشته سازیموازی هاچنین  در پردازش

کاشیی ورودی   سیای   ،خرویی انجام شده اسیت و باتوییه بیه انیدازه آن    

-استخراج شده است و صحبتی در رابطه بیا انیدازه کاشیی ورودی و هیم    

فظیه، انجیام نشیده    هیای حا چنین یک مدل ریاضی برای بررسی شاخص

بندی از طریق تکنیک کاشی چارچوبی ارائه شده است که ]23[ در است.

-هم داده این چارچوب،در  دهند.را بهبود می CNNحلقه، ایرای شبکه 

هیای  اند و هیم در سیطح حلقیه   بندی شدههای ورودی و خرویی کاشی

 زبندی انجام شده اسیت. بیا اسیتفاده ا   ، کاشیCNNهای شبکهپردازشی 

تیری تقسییم   های کوچیک بندی سطح حلقه، محاسبات را به بلوککاشی

ایین   کنند تا استفاده بهتری از حلفظه و منابع پردازشی داشته باشند.می

دهید و  چارچوب با کاهش انتقایت حافظه، مصر  انریی را کیاهش میی  

، ]24[در هییای عصییبی مختلییف  ابلیییت پیکربنییدی دارد.  بییرای شییبکه

انید کیه از روش   ارائه کیرده  CNNهای عصبی رای شبکهای بشتابدهنده

اند. هید  اصیلی ایین شیتابدهنده،     بندی مسیر داده استفاده کردهکاشی

افی اری ماننید   اف ایش کارایی و یلیوگیری از هیدر رفیتن منیابع سیخت     

بندی واحدهای پردازشی است. با استفاده از این شتابدهنده، امکان کاشی

و فیلترهای وزن ویود دارد. ویژگی مهمی کیه  های ورودی، خرویی داده

تواننید  های فعال بسته بیه نییاز میی   این شتابدهنده دارد، تعداد پردازنده

هید  اصیلی شیتابدهنده،     دهنید. وری را اف ایش میمتغیر باشند و بهره

بندی استفاده حداکاری از واحدهای پردازشی با استفاده از تکنیک کاشی

سازی ارائه شیده اسیت   ، یک روش بهینه]25[ درسطح مسیر داده است. 

که هد  اصلی آن، پردازش مورر تنسورهای داده اسیت. دروا یع در ایین    

هیای  ها به بلوکبندی تنسورها و تبدیل کردن آنکار با استفاده از کاشی

کننید و  های غیرصفر را وارد کاشیی و پیردازش میی   فقط دادهتر، کوچک

 کنند. درحجم محاسبات را مدیریت می بدین ترتیب استفاده از حافظه و

در ابتدا یک مدل ریاضی بیا اسیتفاده از پارامترهیای    ما  پیشنهادی، مقاله

پیکربندی ییه مانند اندازه کرنل، گیام، تنسیور ورودی و انیدازه کاشیی،     

و تعداد استفاده مجدد از داده تعریف  DRAMهای برای تعداد دسترسی

و سیای    کیرده سازی استفاده ساله بهینه. سپس از این مدل برای مکردیم

. هم چنین ارتباط سیای  کاشیی بهینیه و    آوردیمبه دست  را کاشی بهینه

پارامترهای ساختاری یک یییه از شیبکه، بیرای کیاهش حرکیت داده و      

شیبکه  راج کیردیم. در انتهیا نیی     خرا نی  اسیت  استفاده از حافظه خاریی

سازی کیردیم و بیا   پیاده Eyerissعصبی موبایلنت را بر روی شتابدهنده 

مان، اندازه کاشی بهینیه را بیه دسیت    استفاده از مدل ریاضی پیشنهادی

را برای دو  DRAMهای ها، تعداد دسترسیآوردیم و برای هر یک از ییه

 بندی و حالت پایه به دست آوردیم. حالت استفاده از کاشی
 

 انگیزه و مفاهیم اولیه  -3
اتی در رابطه بیا انگیی ه و نیوآوری شیرح داده     در این  سمت ابتدا توضیح

ای طیرح، آورده شیده   شده است. سپس در  سمت بعیدی مفیاهیم پاییه   

 است. 

 

 انگیزه و نوآوری  -3-1

بیه   CNNهای عصیبی  های  بلی اشاره شد، شبکههمانطور که در بخش

ها کاربرد دارند. از طرفیی  دلیل د ت باییی که دارند، در بسیاری از حوزه

-ایش د ت و کارایی بیشتر یزم است که حجم داده و تعداد ییهبرای اف 

شود. حجم تر میتر و حجیمها بیشتر شود که در این صورت شبکه عمیق

شود که حرکیت داده در شیبکه   زیاد شبکه و مجموعه داده زیاد باعث می

باشید و در   on-chipزیاد شود و نیاز به حافظه بیشتر از حافظیه داخلیی   

بیشتر شود. از طرفیی زمیان    DRAMایت به حافظه خاریی نتیجه انتق

بسییار بیشیتر از    DRAMدسترسی و انیریی مصیرفی حافظیه خیاریی     
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ها را کاهش دهد، حافظه داخلی است و راهکاری که بتواند این دسترسی

 تواند تاریر زیادی در بهبود انریی و زمان ایرا داشته باشد. می

، در ایین مقالیه،   DRAMحافظیه  در یهت کاهش نقیل و انتقیایت بیه    

 ا دامات زیر انجام شده است: 

 های ارائه یک مدل ریاضی برای محاسبه تعداد دسترسی

 براساس پیکربندی ساختار شبکه. DRAMحافظه خاریی 

 سازی پارامترهای اندازه استفاده از مدل پیشنهادی در بهینه

-کاشی و ساختار شبکه، برای حدا ل کردن تعداد دسترسی

 هد . CNNشبکه  DRAM های

   کاهش زمان یستجوی فضای حالت برای یافتن پارامترهای

 بهینه.

  

 ایمفاهیم پایه -3-2
 ای شرح داده شده است. در این  سمت مفاهیم پایه 

 

  CNNهای عصبی شبکه -3-2-1

و 14، تماماً متصیل 13آوری، معموی از سه ییه یمعCNNعصبی هایشبکه

 کانولوشنی تشکیل شده است. 

 های های اصلی سازنده شبکهکانولوشنی: بلوکهای ییه

CNN  هستند و بیشتر بار محاسباتی شبکه، مخصوص این

ها استخراج سلسه مراتبی از ها است. کار اصلی این ییهییه

 ها از روی تصویر ورودی است. ویژگی

o ای از های کانولوشنی مجموعهعملیات کانولوشن: ییه

کنند که معموی ی اعمال میفیلترهای وزن را بر داده ورود

، هر  4ابعاد فیلترهای وزن کوچک است. باتویه به شکل 

کدام از فیلترها بر روی تصویر ورودی حرکت کرده و ضرب 

ای بین مقادیر وزن و ورودی انجام شده و خرویی نقطه

-ایجاد می 15شود، که در این فرایند، نقشه ویژگیایجاد می

 شود.

 
 CNN ]10[ : عملیات کانولوشن در یک لایه از شبکه(4) شکل

 

o های مختلفی را در های ویژگی: هرکدام از فیلترها ویژگینقشه

-توان لبهها میدهد. از یمله این ویژگیورودی تشخیص می

های به دست آمده ها، بافت یا الگوی خاصی را نام برد. نقشه

های فضایی مکانها در ی حضور این ویژگیدهندهنشان

 مختلف در تصویر ورودی است.

o هایی که فیلتر بر روی تصویر حرکت می: تعداد پیکسل16گام-

باشد، به این معنی است که فیلتر هر بار  xکند. اگر گام برابر 

x های های ب رگتر منجر به نقشهکند. گامپیکسل حرکت می

 شود. ویژگی کوچکتر می

o های اضافی در اطرا  کسلکردن پی : اضافه17گذاریحاشیه

حاشیه تصویر ورودی است. دروا ع این کار به حفظ ابعاد، 

 کند. پس از عمل کانولوشن، کمک می

o  نمایش ریاضی: خرویی ییه کانولوشنی از رابطه زیر به دست

 آید: می

(1) 
1 1

0 0

( , ) ( , ) ( , )
M N

m n

i j I i m j n k m n
 

 

    

 

o  1در معادله  ،O  ،مقدار خروییI  ،تصویر ورودیK فیلتر 

 ابعاد کرنل وزن هستند.  Nو  Mوزن و 

 های اصلی شبکه : یکی از ییه18آوریهای یمعییهCNN 

های ویژگی است. است. هد  اصلی آن کاهش ابعاد نقشه

چنین تعداد پارامترها و محاسبات را نی  در شبکه کاهش ‫هم

کنند. دهد و در عین حال اط عات مهم را حفظ میمی

های مدل را کاهش آوری، پیچیدگیهای یمعچنین ییه‫هم

 کند. یلوگیری می 19داده و از رخ دادن بیش برازش

 ها هر هایی هستند که در آن: ییه20های تماماً متصلییه

های ییه  بلی وصل شده نورون از یک ییه به کل نورون

-ها بیشتر باشد، شبکه روابط پیچیدهاست. هرچه عمق ییه

 CNNهای ببیند. معموی در شبکهتواند آموزش تری را می

ها استخراج های کانولوشنی، ویژگیپس از اینکه در ییه

 شوند. بندی میهای تماماً متصل، ک سهشدند، توسط ییه

 

 بندیمفهوم کاشی -3-2-2

بندی تکنیکی است که برای بهبود کارایی و بهینه کردن استفاده کاشی

، 5. با تویه به شکلشوداستفاده می CNNهای از حافظه، در شبکه

های های تنسورهای شبکه، به بلوکروش کار به این صورت که داده

شوند که این های  ابل مدیریت، پارتیشن میکوچکتری در  الب کاشی

شوند و هم از منابع محاسباتی ها هم در حافظه بهتر یاگیر میبلوک

های شیبعدی هستند، در کااستفاده بهتری دارند. داده ورودی که سه

ها با اند و به دلیل اینکه این ورودیتری پارتیشن شدهسه بعدی کوچک

شوند، فیلترهای وزن نی  با عمق برابر عمق پردازش میفیلترهای وزن هم

شوند. با استفاده از این تکنیک ، پارتیشن میTifعمق کاشی ورودی،

بهره برد  های ن دیک به هم، از اصل محلیت مکانیتوان با واکشی دادهمی

ها استفاده هایی که  رار است چندین بار از آنچنین با ذخیره دادهو هم

شود، از محلیت زمانی بهره برد. دروا ع روشی است که هم استفاده از 
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شود و هم را کاهش داده و باعث بهبود پهنای باند می DRAMحافظه 

یک کردن دهد. از طرفی دیگر با ن داستفاده مجدد داده را اف ایش می

دهد که داده به واحدهای محاسباتی، زمان ایرا و کارایی را نی  بهبود می

 در ادامه شرح داده شده است. 

 
  ]14[ های وزن، ورودی و خروجیبندی دادهکاشی:(5) شکل

 شود. بندی برای بهبود در موارد زیر، استفاده میاز تکنیک کاشی

 شوند، بندی میها کاشی:  زمانی که داده21وری حافظهبهره

های کوچکتر شکسته های با حجم بای به ماتریسماتریس داده

شود و دروا ع حجم کمتری از داده  رار است پردازش می

شوند و نیاز به حافظه داشته باشند. از طرفی به دلیل محلیتی 

های افتد، فقط دادهبندی اتفاق میکه با استفاده از کاشی

ضروری که  رار است به زودی پردازش شوند در کاشی  رار 

 یابد. های غیرضرور کاهش میداده استقرار دارند و

 توان با واکشی : با استفاده از این تکنیک می22محلیت داده

-های ن دیک به هم، از اصل محلیت مکانی بهره برد و همداده

ها آن هایی که  رار است چندین بار ازچنین با ذخیره داده

استفاده شود، از محلیت زمانی بهره برد و دروا ع زمان 

 کند. دسترسی به حافظه را تسریع می

 دهد که بندی این امکان را میاستفاده مجدد از داده: کاشی

هایی که به صورت یک بلوک هستند در حافظه محلی، داده

هایی که داخل کاشی هستند، حداکار حفظ شوند و از داده

مجدد شود و به این صورت تعداد دسترسی به حافظه استفاده 

       دهد. کند خاریی را کاهش می

 

 23استفاده مجدد داده -3-2-3

ییه تو در تو تشکیل شده است.  6از  CNNهای ساختار محاسباتی ییه

، فضای حالت بسیار ب رگی هاCNNای و ساختار حلقه 6باتویه به شکل 

محاسبات، پارتیشن کردن داده و ها، ترتیب برای انتخاب ترتیب حلقه

% 90آید. از طرفی باتویه به اینکه بیشتر از سازی به ویود میموازی

، عمل کانولوشن است و به دلیل ماهیت CNNهای عملیات در شبکه

، امکان استفاده مجدد CNNهای ای ییهعمل کانولوشن و ساختار حلقه

تواند باشد. در حافظه، می از داده عامل تاریرگ اری برای بهبود کارایی و

های  استفاده و الگوی محسابات، مدل 7همین یهت باتویه به شکل 

 مجدد از داده آورده شده است: 

  کانولوشنی: با در نظر گرفتنR  برای ابعاد فیلتر وزن، از هر

مرتبه استفاده   R*Rپیکسل از نقشه ویژگی ورودی، تقریبا،

 E*Eیلتر وزن، به اندازه چنین از هر المان از فشود، هممی

 شود. ابعاد نقشه ویژگی خرویی است( استفاده می Eبار)

 های ورودی، فیلتر: از هر فیلتر وزن، به اندازه تعداد کانال

 شود.دوباره استفاده می

  نقشه ویژگی: اگر به تعدادM  فیلتر در یک ییه باشد، از هر

-تفاده میمرتبه دوباره اس Mنقشه ویژگی ورودی، به اندازه 

 شود. 

 

 ]CNN ]20های تو در تو در حلقه :)6( شکل

 
 ]CNN ]5ساختار بلوکی محسابات یک لایه از : (7) شکل

 

 سازی پیشنهادیمدل ریاضی و روش بهینه -4
در ابتدا مدل ریاضی شرح داده شده است. سپس بخش در این 

های کاهش چنین تکنیکه با مساله بهینه سازی و همتوضیحاتی در رابط

 سازی، آورده شده است.  فضای حالت و شبیه
 

 بندیمدل ریاضی کاشی -4-1
 آورده شده است.  8با ابعاد دو بعدی در شکل  CNNیک ییه از شبکه  

 
 ها و استفاده ازپوشانی داده حین پردازش دادهنواحی هم :(8) شکل

 بندیکاشی
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 DRAMدر حافظه خاریی  Nix.Niyکل تصویر ورودی با ابعاد  

کانوالو شود. در  K.Kذخیره شده و  رار است با یک فیلتر وزن با ابعاد 

بندی برای پردازش داده استفاده شود و مسیر صورتی که از کاشی

، در نظر گرفته شود. در ابتدا مجموعه داده در 8پردازش داده مانند شکل

خوانده شده و در حافظه داخلی  DRAMالب یک کاشی از حافظه  

ای از حافظه داخلی یا شود. در پردازش بلوک بعدی، یک ناحیهنوشته می

کاشی  بلی،  رار است دوباره استفاده شود، برای همین در حافظه داخلی 

ای که با شوند. در نتیجه نواحیبا ی مانده و مقادیر یدید وارد کاشی می

ای هستند که  رارست  مشخص شده است، نواحی 8سفید در شکل رنگ 

 مانند. ها استفاده شود و در حافظه داخلی با ی میدوبار از آن

 sو گام برابر  k.kدر نظر گرفته شود و اندازه کرنل  t.tاگر اندازه کاشی 

پوشان که  رار است دوباره در نظر گرفته شود، مساحت ناحیه هم

 آید: به دست می 2رابطهاستفاده شود از 

(2) ( s)over l ap t k    

 

از طرفی تعداد پیکسل خرویی تولید شده با تویه به پیکربندی شبکه، 

 آید: به دست می 3از رابطه

(3) 1o

Ni i k
N

s


   

های خرویی تولید در نظر گرفته شود، تعداد پیکسل tاگر سای  کاشی 

 آید: به دست می 4شده، از رابطه های ورودی کاشیشده از داده

(4) 1t

t k
N

s


   

استنتاج کرد که تعداد دفعاتی که نیاز است تا  4و3توان از رابطه می

 آید:به دست می 5های ورودی، کاشی شوند، از رابطه داده

(5) 2
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use
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N
t i l e

N

 
  
 

 

، باید DRAMزمان انتقال داده از حافظه  نکته  ابل تویه اینست که در

 پوشان در نظر گرفته شود. تاریر نواحی هم

های توان نتیجه گرفت که تعداد دسترسی، می5تا  2باتویه به روابط 

برای پردازش یک تصویر ورودی با استفاده از  DRAMحافظه خاریی 

 آید:به دست می 6بندی، از رابطهکاشی

(6) 
 2 2# ( ) ( ) 1access
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 گاماندازه  sسای  کاشی و  tسای  فیلتر،  k، سای  ورودی، ni، 6دررابطه 

پوشانی بین ای که ویود دارد، این است که به دلیل هماست. نکته

ها ضرب شود، در کاشی از هایی که  رار است کرنل وزن در آنورودی

مسیر حرکت  شود. اگر باتویه به گام،استفاده مجدد می های مویود،داده

ستون از  k-sکانولوشن افقی باشد، در این صورت هر دفعه به اندازه 

ستون داده، از حافظه  t-(k-s)ها در کاشی با ی مانده و به اندازه داده

DRAM شود. اگر حرکت به صورت عمودی باشد، به همین خوانده می

 ماند. مقدار ردیف در کاشی با ی می

 

 کاهش فضای حالت -4-2
به  DRAMهای و در نظر گرفتن تعداد دسترسی 6ه از رابطهبا استفاد

توان اندازه کاشی بهینه را به دست آورد. اما سازی، میعنوان مساله بهینه

 kتواند از باشد، اندازه کاشی می kو سای  کرنل وزن  Niاگر سای  ورودی 

باشد. که برای ابعاد ب رگ مساله و حجم ب رگ شبکه، ممکن است  Niتا 

 گیر باشد و نیازی نیست که کل اعداد صحیحِ ممکن، ارزیابی شوند.و ت

(7) if  0o tN N %     then result padding 

های تولیدشده باتویه به اندازه کاشی، طوری باشد که اگر تعداد خرویی

ها پذیر نباشد، در پردازش دادههای خرویی کل، بخشبر تعداد پیکسل

گذاری استفاده شود. زیرا ی آخرین کاشی افقی، از تکنیک حاشیهباید برا

توان داده وا عی در کاشی به علت از دست رفتن صحت داده، نمی

هایی در فضای حالت در نظر گرفته یانمایی کرد. از همین رو، کاشی

پذیر بر ها، بخشاند که تعداد پیکسل خرویی تولید شده توسط آنشده

 گذاری نباشد. ی باشد که نیازی به حاشیههای خرویکل پیکسل

 

  مدل ریاضی صحت -4-3
، بر DRAMهای حافظه خاریی های  بلی تعداد دسترسیدر  سمت

های حسب اندازه کاشی و پارامترهای ساختاری شبکه، مدل شد. از مدل

ریاضی برای به دست آوردن اندازه کاشی بهینه استفاده شد با شرط 

گذاری نباشد و نتخاب شود که نیاز به حاشیهاینکه اندازه کاشی طوری ا

 حدا ل باشد.  DRAMهای چنین تعداد دسترسیهم

. کنیماستخراج می را های مجازابتدا از روی ساختار شبکه اندازه کاشی 

تر باشد، تعداد سپس با تویه به این نکته که هر چه اندازه کاشی ب رگ

کاشی کوچک شروع شود، از اندازه تر میکم DRAMهای دسترسی

که بعد از آن، با  یمکنای را به عنوان بهینه انتخاب میکرده و کاشی

% کاهش 10تر از کم  DRAMهادسترسیتر شدن کاشی، تعداد ب رگ

داشته باشد.  ابل تویه است که همه این کارها به صورت اتوماتیک انجام 

 شود. می

تفاده از دو را با اس  DRAM فرمول دسترسی به حافظهصحت  ما 

 .روش ارزیابی کردیم

 روش اول -

ساز طراحی کردیم که یک ییه کانولوشنی را به  یک شبیه در این روش،
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در پایتون  NumPy مرحله با استفاده از کتابخانه به صورت مرحله

 ه شده استتوسعه داد ”Conv“یک مایول  دروا ع. کندمیسازی  پیاده

. این مایول با هدد انجام می به صورت د یقکه عملیات کانولوشن را 

تولید  صحیحهای  دریافت یک تصویر ورودی و یک فیلتر، خرویی

 "TileConvModule"د. همچنین، یک مایول دیگر به نام نک می

های مویود در  طراحی کردیم که از مایول کانولوشن برای پردازش داده

 .دنک و هسته وزن مرتبط با آن استفاده می  (Tile) یک کاشی

رای بررسی صحت فرمول دسترسی به حافظه، مطابق با یریان پردازش ب

 ها به صورت کاشی به کاشی به مایول ، داده8شده در شکل  داده نشان

”TileConvModule”  تا عملیات محاسباتی انجام  شوندمیمنتقل

، برای استیک شمارنده که در ابتدا روی صفر تنظیم شده از شود. 

. هر بار که یمدکرسترسی به حافظه استفاده ردیابی تعداد دفعات د

د، مقدار وش های یدید از تصویر ورودی به کاشی بارگذاری می داده

. مقدار نهایی شمارنده د یقاً با نتیجه بدیا شمارنده یک واحد اف ایش می

. کندمی، که صحت فرمول را تأیید ردشده از فرمول مطابقت دا محاسبه

عملیات کانولوشن نی  به طور کامل بررسی ع وه بر این، صحت عملکرد 

 .و تأیید شد

 روش دوم -

 را که عملیات یک ییه کانولوشنی [26]سازی مریع در این روش، پیاده

سازی کردیم.  کرد، سفارشی سازی می شبیه مرحله به مرحله را به صورت

شده  های کاشی ادهبرای انجام محاسبات روی درا شده  این کد سفارشی

تا  کردیمسازی اضافه  . همچنین، یک شمارنده به پیادهکردیمتنظیم 

. نتایج این روش نی  با فرمول یمهای حافظه را ردیابی کن تعداد دسترسی

 .ما مطابقت داشت و صحت آن را تأیید کرد

 آورده شده است.در این بخش، نتایج 

 

 نتایجرابطه  -5

اندازه  بر حسب DRAMهای ‫تعداد دسترسی -5-1

 کاشی 
برای یک ییه را  DRAMهای حافظه نمودار تعداد دسترسی 9در شکل 

. برای ماال در حالت ایمکردههای متفاوت، رسم از شبکه با پیکربندی

-می 1و اندازه گام برابر  5*5، اندازه کرنل وزن 60*60)الف(، ورودی 

ز ییه های دیگری اچنین در سه حالت دیگر نی  پیکربندیباشد. هم

درنظر گرفته شده است. باتویه به این نمودارها، مشخص است که با 

-کاهش می یابد. می DRAMهای اف ایش اندازه کاشی، تعداد دسترسی

توان استنتاج کرد که ویه مشترک همه این نمودارها ن ولی بودن تعداد 

با اف ایش اندازه کاشی است. هم چنین در همه  DRAMهای دسترسی

ها دارها، بعد از یک حدی، با اف ایش اندازه کاشی، تعداد دسترسیاین نمو

تقریبا کاهشی نداشته و به صورت خط افقی است. دروا ع بعد از یک 

ها ندارد و فقط مقداری، اف ایش اندازه کاشی تاریری در تعداد دسترسی

شود. با استناد به همین موضوع، اندازه کاشی اندازه حافظه بیشتر می

شود که بعد از آن و با های مجاز، طوری انتخاب میاز بین کاشیبهینه 

% کاهش داشته 10ها کمتر از ب رگتر شدن اندازه کاشی، تعداد دسترسی

 باشد.

 

 انتخاب کاشی بهینهپیشنهادی برای الگوریتم  -5-2
الگوریتم زیر برای انتخاب کاشی بهینه،  از با تویه به پیکربندی یک ییه،

شود.  ابل تویه است که فضای حالت می استفادهبه صورت اتوماتیک 

 در نظر گرفته می شود.  اندازه کاشی در محدوده 

 

فضای حالت کاهش یافته و  ،7با استفاده از رابطه  در الگوریتم در ابتدا

شود. سپس با گذاری، استخراج میهای مجاز برای نداشتن حاشیهکاشی

 DRAMهای (، تعداد د یق دسترسی6عادله )استفاده از فرمول ریاضی م

، 8آید و در انتها با استفاده از معادلهها به دست میبرای هر یک از کاشی

 آید. اندازه کاشی بهینه به دست می

(8) opt nt t  when ( ) ( 1) ( )%10t n t n t nD D D    

را به دست آوردیم  های مختلف، اندازه کاشی بهینهبرای پیکربندی ییه 

 ، گ ارش کردیم. 1که در یدول 

 های مختلفاندازه کاشی بهینه برای پیکربندی (:1جدول )

 کاشی بهینه کاشی های مجاز پیکربندی شبکه
S K Ni 

7 12 256 {12,40,54,250} 40 
1 9 128 {9,10,11,12,13,14,16,18,20,23,2

8,32,38,48,68,128} 
16 

2 9 128 {9,11,13,15,17,19,27,31,37,47,6

7,127} 
15 

4 12 128 {12,16,20,28,32,48,68,128} 28 
1 29 128 {29,30,32,33,38,48,53,78,128} 78 
1 29 256 {29,30,31,32,34,40,47,66,85,104

,142,256} 
85 

2 3 49 {3,5,7,9,13,17,25,49} 5 
1 3 62 {3,4,5,6,7,8,12,14,22,32} 5 

شخص است که اندازه کاشی بهینه از مقدار ابعاد ، م1باتویه به یدول 

فاصله دارد و اینطور نیست که با ب رگتر شدن ابعاد ورودی،  (ni)ورودی

 (k)مقدار آن ب رگتر شود. بلکه مقدار آن، ن دیک به اندازه کرنلحتماً 

ندارد. در همین یهت برای بررسی تاریر اندازه با آن است و فاصله زیادی 

بهینه، با در نظر گرفتن مقدار رابت برای اندازه کرنل و ورودی بر کاشی 

های مختلف با ابعاد ورودی متفاوت، مقدار کاشی ، برای پیکربندی(s)گام

ها این بود که اندازه . ویه مشترک در همه آنرا به دست آوردیمبهینه 
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ورودی تاریر چندانی در مقدار کاشی بهینه نداشته و در عوض اندازه 

 دار بهینه کاشی تاریر دارد. کرنل در مق

، نمودارهای مربوط به اندازه کاشی بهینه را نسبت به اندازه 12در شکل 

ایم. در حالت )الف(، برای زمانی که سای  پنجره سای  ورودی، رسم کرده

و گام نی  برابر یک است، اندازه  20و اندازه کرنل  200ورودی کمتر از

رنگ افقی نی ، محلی است که  کاشی بهینه رسم شده است. خط  رم 

برابر اندازه کرنل باشد. در این نمودارها  4اندازه کاشی بهینه برابر با 

برابر اندازه کرنل  4ها کمتر از ای که اندازه آنهای بهینهتعداد کاشی

% 71باشد،  به صورت درصدی محاسبه شده است که در این ماال 

% اندازه کاشی بهینه 73% و 78های )ب( و )ج(  نی ، باشد. در حالت‫می

 برابر اندازه کرنل است. 4کمتر از 

برای برخی از پیکربندی ها، به دلیل اینکه اندازه کاشی های مجاز که   

گذاری نشوند، بسیار کم است. در نتیجه ها، منجر به حاشیهاستفاده از آن

ی اندازه کاشی بهینه بسیار ن دیک به سای  ورودی و دروا ع عدد ب رگ

است که این موارد استانا محسوب می شوند. باتویه به نکات گفته شده، 

برابر کرنل باشد، 4توان نتیجه گرفت که اندازه کاشی اگر بیشتر از می

 تاریری در تعداد دسترسی ها ندارد و فقط سربار حافظه ایجاد میکند.

    

 )د(                 )ج(               )ب(            )الف(             

نمودارها آورده شده استها در عنوان برحسب اندازه کاشی )ساختار هر یک از شبکه DRAMهای نمودار  تعداد دسترسی :(9) شکل

 DRAMبررسی تاثیر گام بر تعداد دسترسی -5-3
، ابتدا در DRAMهای برای بررسی تاریر اندازه گام بر تعداد دسترسی

ساختار شبکه، مقدار ورودی و اندازه کرنل را رابت در نظر گرفتیم و به 

های ممکن، اندازه کاشی بهینه را به دست آوردیم. سپس با ازای همه گام

را  DRAMهای  راردادن میانگین اندازه کاشی بهینه، تعداد دسترسی

 های مختلف به دست آوردیم.برای حالت

رسم بر حسب اندازه گام، را  DRAMهای ، تعداد دسترسی10در شکل

هر چه اندازه گام اف ایش یابد، هم پوشانی باتویه به اینکه، . ایمکرده

های کانولوشن با هم کم شده و نیازی نیست که یک داده را بیشتر پنجره

کاهش می یابد.  DRAMاز یک بار خواند. در نتیجه تعداد مرایعات به 

باشد، هیپ همپوشانی ویود ندارد و  اگر اندازه گام برابر پهنای کرنل

 شود.ترین حالت و برابر با سای  پنجره ورودی میها در کمتعداد دسترسی

-در نمودارها نی  مشخص است که با اف ایش اندازه گام، تعداد دسترسی

 یابد. کاهش می DRAMهای 

  

 )ب(               )الف(             

 برحسب اندازه گام  DRAMتعداد دسترسی های  :(10) شکل

 موبایلنت  سازیپیاده -5-4
 و پرکاربرد محبوب CNNهای ، یکی از شبکه24شبکه عصبی موبایلنت

 های منابع محدود، طراحی شده استاست که برای استفاده در دستگاه

به تفکیک  ، معماری موبایلنت11)شکل . در ]30[ ]29[ ]28[ ]27[

کانولوشن یداشونده  بر اساسییه آورده شده است که معماری آن 

ه می ان  ابل تویهی نسبت به کانولوشن باست که محاسبات را  25عمقی

 را در این مقاله شبکه موبایلنت .]32[ ]31[ دهدمعمولی کاهش می

 Rowهبندی برروی مسیر دادانتخاب و سپس با تکنیک کاشی

Stationaryهای ، تعداد دسترسیDRAM  را به دست آوردیم که در

  نتایج ربت شده است.  ،2یدول

 
 : معماری شبکه عصبی موبایلنت(11)شکل 
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های مختلف موبایلنت گ ارش شده ها به تفکیک ییهخرویی، 2یدول در

ییه، تعداد است. در این یدول، اندازه کاشی بهینه برای هر 

و  Eyerissبرای حالت پایه  DRAMهای حافظه خاریی ‫دسترسی

استفاده از روش پیشنهادی و در ستون آخر نی ، درصد بهبود تعداد 

، کاهش 2ربت شده است. باتویه به یدول DRAMهای دسترسی

% است که بیشترین بهبودها در 87% تا 40های حافظه از تعداد دسترسی

ها است. در این ییه 1ها شده است که اندازه گام آنییه هایی مشاهده 

-های کانولوشنی، استفاده مجدد از دادهبه دلیل همپوشانی بیشتر پنجره

کند و دسترسی به حافظه بندی را موررتر مییابد و کاشیها اف ایش می

های با با این حال، در ییه دهد.را به می ان  ابل تویهی کاهش می

-است، هیپ همپوشانی بین پنجره 1ای که اندازه هسته  کانولوشن نقطه

ها حدا ل های محاسباتی ویود ندارد و بنابراین، استفاده مجدد از داده

بندی تاریری بر کاهش دسترسی به حافظه در این در نتیجه کاشی .است

 .ها، نداردییه

 

به تفکیک لایه  DRAMهای نتایج تعداد دسترسی(: 1جدول )

 عصبی موبایلنت برای شبکه 

 لایه
کاشی 

  DRAM(Eyeriss)# بهینه
#DRAM( -کاشی

 (بندی
 )%(بهبود

1 75 1.07415e+07 4.8457e+06 55% 

2 12 3.4848e+06 465408 86.7% 

3 1 2.56901e+07 2.56901e+07 0 

4 11 1.77422e+06 868102 51.1% 

5 1 2.56901e+07 2.56901e+07 0 

6 8 3.35923e+06 499712 85.3% 

7 1 5.13802e+07 5.13802e+07 0 

8 7 871200 452629 48.4% 

9 1 2.56901e+07 2.56901e+07 0 

10 15 1.5575e+06 207360 86.7% 

11 1 5.13802e+07 5.13802e+07 0 

12 27 419904 200714 52.2% 

13 1 2.56901e+07 2.56901e+07 0 

14 5 663552 128000 82.1% 

15 1 5.13802e+07 5.13802e+07 0 

16 5 663552 128000 82.1% 

17 1 5.13802e+07 5.13802e+07 0 

18 5 663552 128000 82.1% 

19 1 5.13802e+07 5.13802e+07 0 

20 5 663552 128000 82.1% 

21 1 5.13802e+07 5.13802e+07 0 

22 5 663552 128000 82.1% 

23 1 5.13802e+07 5.13802e+07 0 

24 5 194688 110720 44.9% 

25 1 2.56901e+07 2.56901e+07 0 

26 3 82944 58368 37% 

27 1 5.13802e+07 5.13802e+07 0 

 

 گیرینتیجه -6
 است  ازیمختلف ن یدر کاربردها CNN یعصب یهااستفاده از شبکه یبرا

و  هاهیتعداد ی دیبه د ت بای، با دنیرس یشود. برا شتربی هاکه د ت آن

شود. از  میو حج قیشبکه عم گرید یو به عبارت شتریشبکه ب یپارامترها

سطوح  نیحجم و حرکت داده ب ها،هیوتعداد ی پارامترهاشدن  ادیز یطرف

به  نچنی. همشودیم شتریبه حافظه ب ازیو ن دهدیم شیرا اف ا افظهح

حجم داده  نیا یبرا یشود، حافظه داخل یم ادیحجم داده ز نکهیا لیدل

 یانریاز طرفی . شودیم شتریب یبه حافظه خاری ازیو ن ستین یکاف

حافظه خیلی بیشتر از  یبه حافظه خاری یو زمان دسترس یمصرف

 ییدر کارا یادیتواند بهبود زیاستفاده از آن، م اهشاست و ک یداخل

 شبکه داشته باشد. 

کردن استفاده  نهیو به ییبهبود کارا یاست که برا یکیتکن بندییکاش

روش،  نی. با استفاده از اشودیاستفاده م CNN هایظه، در شبکهاز حاف

 هااز انواع داده یو زمان یمکان تیاز اصل محل یرگیبا بهره توانیم

 نیو همچن خاریی حافظه به مرایعات تعداد و کرد مجدد استفاده

 را کاهش داد. ادهحرکت د

 یارامترهابر حسب پ یحافظه خاری هاییمقاله، تعداد دسترس نیا در 

مدل شده است. سپس  یاضیبه صورت ر ،یشبکه و اندازه کاش یساختار

داشتن حدا ل تعداد  یبرا نهیبه یاندازه کاش ،سازینهیمساله به کیدر 

کاهش  یبرا هاییکیشود و  تکن یاستخراج م ،یحافظه خاری یدسترس

 یرهااز پارامت کیهر ریادامه، تار در. شودیاعمال م ها،یشحالت کا یفضا

 یکه اندازه کاش دیشد. مشخص گرد دهیسنج یشبکه بر اندازه کاش

برابر  4% موا ع، کمتر از 70از  شتریبا اندازه کرنل رابطه دارد و در ب نهیبه

و  هایبر تعداد دسترس  یاندازه گام ن ریتار نیاندازه کرنل است. همچن

 هاییاد دسترساندازه گام، تعد شیکه با اف ا دنشان دا نهیبه یاندازه کاش

. ابدیمی کاهش ها،پنجره پوشانیکمتر شدن هم لیبه دل یحافظه خاری

 کیو ن د ابدییگام، کاهش م شیبا اف ا  ین نهیبه یاندازه کاش نیهمچن

 .شودیاندازه کرنل م
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 )ج(                          )ب(                       )الف(                  

 فحسب اندازه پنجره ورودی مختلبر اندازه کاشی بهینه :(12) شکل
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 ها‫یسزیرنو

                                                 
1
 Image Classification 

2
 Object Detection 

3
 Localization 

4
 Memory Access Time 

5
 Energy Efficiency 

6
 Data Movement 

7
 Fusion 

8
 Scheduler 

9
 Tiling 

10
 Framework 

11
 Software-controlled 

12
 Multiply Accumulator 

13
 Pooling 

14
 Fully Connected 

15
 Feature Map 

16
 Stride 

17
 Padding 

18
 Pooling 

19
 Overfitting 

20
 Fully Connected 

21
 Memory Efficiency 

22
 Data Locality 

23
 Data Reuse 

24
 MobileNet 

25
 Depthwise Separable Convolution 
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