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بندي یک مجموعه ناشناس امري پر خاص جهت خوشه يبندي انتخاب الگوریتمبه علت بدون ناظر بودن مسئله خوشه :چكيده

بندي پایه، امروزه اکثر مطالعات به سمت هاي خوشهف روشو ضعبه خاطر پيچيدگي مسئله باشد. خطر و معمولا شكست خورده مي

تواند در کيفيت ترین عواملي است که ميدر نتایج اوليه یكي از مهم کندگياپرهدایت شده است.  بندي ترکيبيخوشههاي روش

نتایج نهایي اثرگذار باشد. همچنين، کيفيت نتایج اوليه نيز عامل دیگري است که در کيفيت نتایج حاصل از ترکيب موثر است. هر دو 

بندي اند. در اینجا یک چارچوب براي بهبود کارایي خوشهمورد توجه قرار گرفته بندي ترکيبيعامل در تحقيقات اخير خوشه

انتخاب این زیرمجموعه نقش حياتي در  د.نباشهاي اوليه مياي از خوشهپيشنهاد شده است که مبتني بر استفاده از زیرمجموعه

ي پيشنهادي براي انتخاب هاهاي اصلي در روشهگيرد. ایدکارایي مجمع دارد. این انتخاب به کمک دو روش هوشمند انجام مي

معيار ها، از براي ارزیابي خوشه د.نباشهاي جستجوي هوشمند ميپایدار با الگوریتمهاي استفاده از خوشه ،هاخوشهاي از زیرمجموعه

چندین روش ترکيب نهایي با هاي انتخاب شده را به کمک پایداري مبتني بر اطلاعات متقابل استفاده شده است. در آخر نيز خوشه

 توانند به طور موثريمي هاي پيشنهاديدهد که روشکنيم. نتایج تجربي روي چندین مجموعه داده استاندارد نشان ميهم جمع مي

 .دندههمچنين روش ترکيب کامل را بهبود 

، الگوریتم ژنتيک، الگوریتم تایج اوليهاي از نارزیابي خوشه، اطلاعات متقابل، زیرمجموعه بندي ترکيبي،خوشه: کليدي کلمات

 .بندي انباشت مدارک، ماتریس همبستگيسازي شده، خوشهنورد شبيه
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 مهندسی کامپیوتری دانشکده – آزاد اسلامیدانشگاه  –نوراباد ممسنی  –فارس  –ایران  ي مسئول:نشاني نویسنده
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 مقدمه -1

 هاا از یکادیگر و  اطلاعات، جداکردن نمونهبندی خوشهایده اصلی 

 باه ایان مينای    .باشدی شبیه به هم میهاقرار دادن آنها در گروه

 های شبیه به هم بایاد در یاگ گاروه قارار بگیرناد و باا      که نمونه

 [.6[ و ]5] باشاند تفاوت را دارا حداکثر دیگر  هایهای گروهنمونه

هاا  برای یافتن گروه ها یگ ابزار ضروریبندی دادهدر واقع خوشه

دلیل اصلی بارای   5[. حداقل 7های بدون برچسب است ]در داده

 بندی وجود دارد.اهمیت خوشه

گااراری یااگ مهموعااه باازر  از آوری و برچساابجمااع -1

 تواند بسیار باارزش باشد.الگوهای نمونه می

کردن در جهت ميکوس علاقمند ممکن است ما به دنبال -2

هاای بادون برچساب و    باا مدادار زیااد داده   باشیم. یينی آموزش 

هاای پیادا   گراری خوشهسپس تنها استفاده از ناظر برای برچسب

باازر  کااه  1کاااویتوانااد باارای کاربردهااای دادهشااده. ایاان ماای

محتویات یگ پایگاه داده از قبل شاناخته شاده نیسات، مناساب     

 باشد.

توانناد باه   های الگوهاا مای  در خیلی از کاربردها مشخصه -3

خودکار مواد غرایی  2بندیآهستگی با زمان تغییر کنند، مثل رده

باه صاورت    3بناد با تغییر فصل. اگر این تغییرات بتواند با یگ رده

 تواند به دست آید.شود، عملکرد بهتری می 5رهگیری 4بدون ناظر

بنادی  بارای   نااظر خخوشاه  های بادون توانیم از روشمی -4

 استفاده کنیم.ها پیداکردن و استخراج ویژگی

 توانیم یگ دید و بینشی از از طبیيت وبندی میبا خوشه -5

 تواناد بارای ماا باا ارزش    ساختار داده به دست آوریم که این مای 

های بین الگوهاا ممکان   مهزا یا شباهت 6هایباشد. کشف زیررده

باه ماا    کنندهبندیاست به طور چشمگیری در روش طراحی رده

 پیشنهاد ارایه کند.

باا   هاا کنیم. هر روز انساان در جهانی پر از داده زندگی می ما

را آنهااا بایااد هسااتند کااه  مواجااهحهاام وساایيی از اطلاعااات  

های حیااتی کنتارل و   سازی یا نمایش دهند. یکی از روشذخیره

هاای باا خاوا     داده بنادی بندی یا گروهردهها مدیریت این داده

 . همواره بشار استها ها یا خوشهای از دستهدرون مهموعه مشابه

جدید یا برای فهم یگ پدیده جدید سيی مطالب هنگام یادگیری 

باه  را  تاا بتواناد آن   پیادا نمایاد  هاایی  مشخصه و ویژگی ،کندمی

 توصیف نماید. این مدایساه با پدیدهای شناخته  یاکمگ مدایسه

 بر اساس شباهت یا تفاوت، ميیارهای کلی مثل نزدیکای تواند می

 های مشخص صورت گیرد.قانون واستانداردها با مطابق یا و 

[ و 4کاوی به دو گروه با ناظر ]های دادهبه صورت کلی روش

هاای بانااظر یاگ    شاوند. در روش بندی می[ تدسیم3بدون ناظر ]

هاا  متغیر هدف از قبال تيریاف شاده، وجاود دارد. در ایان روش     

آنهاا  های زیادی وجود دارند که مدادار متغیار هادف بارای     مثال

هاا آماوزش   تواند به کمگ آنمشخص است، بنابراین الگوریتم می

بینای  ببیند که کدام متغیر هدف با کدام مدادیر متغیرهای پایش 

 هاای یاادگیری  تارین روش متياارف  یکای از کننده متناظر است. 

بناادی یاگ صاافت  هرد. در اسات بناادی هردکااوی  در داده بانااظر 

تواند مدادیر ميلاومی  می ه وجود دارد کهردنام صفت  مشخص به

هاا و  داده را اخر کناد و قصاد داریام کاه مادلی ایهااد شاود تاا        

های از پیش تيیاین شاده قارار دهاد.     هردهای جدید را در نمونه

هاای آموزشای را تحلیال    ابتادا داده  بندی این است کههردهدف 

 ه باا اساتفاده از  ردکرده و یگ نسخه دقیق یا یگ مدل برای هار  

مادل  باا اساتفاده از   . ساپس  شودها تيیین در دادهموجود  صفات

تاا توصایف    شاود مای  بنادی ردهآزمایشای   مهموعه، بدست آمده

 ه ایهاد کند.ردبهتری برای هر 

شاود و  های بدون ناظر متغیار هادفی تيریاف نمای    در روش

و ساااختارهای بااین تمااام  هاااهمبسااتگیالگااوریتم داده کاااوی 

کااوی  هاای داده تارین روش کند. از مهام متغییرها را جستهو می

 توان نام برد.بندی را میبدون ناظر، خوشه

سازی تواند به صورت یگ مسأله بهینهبندی میمسأله خوشه

اسات کاه چطاور متغیرهاای      بندی شود. نکته کلیدی اینفرمول

بنادی  گیری و تواباع هادف را تيریاف نمااییم. در خوشاه     تصمیم

هاای هار خوشاه    ناه کاردن تفااوت نمو  کمیناه  تارین هادف،  کلی

 هاای یاگ خوشاه باا    خفشردگی  و بیشینه نمودن تفااوت نموناه  

ت البتاه کیفیا  . استهای دیگر ختمایز  یا ترکیبی از این دو خوشه

. گیری شباهت نیز وابستگی داردبندی به روش اندازهنتایج خوشه

در بخش بيد باه تشاریب بي ای از ميیارهاای شاباهت متاداول       

بندی تواناایی و  خوشه هاییارهای الگوریتمپردازیم. از دیگر ميمی

 هاست.قدرت آنها در کشف الگوهای مخفی میان داده

بندی منهر به کااهش حهام اطلاعاات    از طرف دیگر، خوشه

شود؛ چون به جاای نگهاداری اطلاعاات تياداد زیاادی از      نیز می

اطلاعاات چناد گاروه همگان را نگهاداری نماود.       توان اشیاء، می

های بسیاری از قبیال مهندسای خیاادگیری    زمینهبندی در خوشه

ماشین، هاوش مصانوعی، تشاخیص الگاو، مهندسای مکانیاگ و       

الکترونیااگ ، علااوم کااامپیوتر خکاااوش و ، تحلیاال پایگاااه داده  

بنادی تصاویر ، علاوم    آوری مستندات متنی، تدسیمف ایی، جمع

شناسای،  شناسی، فسایل شناسی، میکرو پزشکی خژنتیگ، زیست

سی، بالین، آسیب شناسی ، علوم زمین شناسی خجغرافیا، شناروان
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زمااین شناساای، ندشااه باارداری از زمااین ، علااوم اجتماااعی      

شناسی، تاریخ، آموزش و پارورش  و اقتصااد   شناسی، روانخجاميه

-بندی ممکن اسات باا ناام   خبازاریابی، تهارت  کاربرد دارد. خوشه

بادون ميلام    بندی عددی، یادگیریهای دیگری از قبیل علم رده

شناسی و افرازبندی بکاار  خیا یادگیری بدون نظارت ، تحلیل گونه

 برده شود. 

 پردازد. بخش سوم بررسیبخش بيد به پیشینه مورد نیاز می

بنادی ترکیبای   اجمالی کارهای صورت گرفتاه در زمیناه خوشاه   

ادی پردازد. روش پیشنهای از نتایج اولیه میمبتنی بر زیرمهموعه

ه ای از نتایج اولیا بندی ترکیبی مبتنی بر زیرمهموعهخوشهبرای 

در بخش چهارم تشریب شاده اسات. بخاش پانهم باه بررسای و       

 بندی حاصال از پردازد. در نهایت جمعها میتفسیر نتایج آزمایش

نامه در بخش ششم آمده است. همچنین، در این بخاش  این پایان

 شوند.کارهای آینده ميرفی می

 پيشينه -2

پیشانیاز ماورد اساتفاده در ایان مدالاه       ن بخش به مطالاب در ای

 پرداخته خواهد شد.

 کيژنت تمیالگور -1-2

رهیافتی است که تکامال طبیيای موجاودات را     7الگوریتم ژنتیگ

 . ایان روش تدلیادی از فرایناد تکامال باا     [8] دهاد الگو قرار مای 

تارین اصال   هاای کاامپیوتری اسات. اساسای    استفاده از الگوریتم

وراثت است. هر نسل، خصوصیات نسال قبلای را باه ار     تکامل، 

ز دهاد. ایان انتداال خصوصایات ا    برد و به نسل بيد انتدال میمی

 گیرد. جهانی که در آنها صورت مینسلی به نسل بيد توسط ژن

کنیم دائماًا در حاال تغییار اسات. بارای بداا در ایان        زندگی می

، ا محیطد که خود را بسیستم پویا ، افراد باید توانایی داشته باشن

 سازگار کنند.

کناد کاه آن موجاود چاه مدادار زناده       تيیین می 8سازگاری

 را باه نسال بياد    های خودخواهد ماند و چددر شانس دارد تا ژن

-یها هستند کاه ما  انتدال دهد. در تکامل بیولوژیکی، فدط برنده

 توانند در فرایند تکامل شرکت کنند. خصوصیات هر موجود زناده 

-ژن هایش، کدگراری شده است و طی فرایند وراثت ، ایان در ژن

 شوند.منتدل می 9ها به فرزندان

در دهه هفتاد مایلادی باا    هلندمبتکر الگوریتم ژنتیگ جان 

های تئاوری تکامال، الگاوریتم جساتهویی     یژگیو الهام گرفتن از

فرایناد   ابداع کرد که در این الگوریتم از همان اصولی که طبیيت

، بارای تکامال   [8] دهاد روی نمادهای ژنای انهاام مای   تکامل را 

ساازی اساتفاده   بهیناه  های مربوط به حل های یگ مسااله جوا 

های ممکان  کند. فرایند با یگ جميیت اولیه تصادفی از جوا می

 شود.شروع می

هاا کاه   ای از بیتها توسط یگ ساختار رشتههریگ از جوا 

ده بردارند، نشاان دا  درمددار کدگراری شده متغیرهای تصمیم را 

شوند. سپس با تشاکیل خاانواده اولیاه و ارزیاابی هار یاگ از       می

-ها، افراد مناسب برای تشکیل خانواده بيادی انتخاا  مای   رشته

ادن دهای اولیه با تغییار  های جدید از خانواده جوا شوند. جوا 

-ها توسط عملگرهای الگاوریتم ژنتیاگ تولیاد مای    ساختار رشته

 شوند.

 های جدید توسط روند طراحی الهام گرفته از مکاانیزم رشته

هاای  شوند. سپس مددار برازندگی رشاته ژنتیگ طبیيی تولید می

یان  اشود. جدید با توجه به تابع هدف مسأله مورد نظر ارزیابی می

مانی ها شده و تا زروند موجب بهبود مداوم برازندگی خانواده حل

یتم . دو جنبه مهم در الگاور شودها همگرا شوند، تکرار میکه حل

هاا را آشافته کارده و مهاال     ژنتیگ وجود دارند که دائما جاوا  

-نبهآورند. یکی از این جهای موضيی را فراهم میخروج از بهینه

از آن بارای تولیاد جاوا      الگاوریتم ژنتیاگ   ها آمیزش است که

ست که عملگر جهش نام دارد، قادر ا کند. جنبه دیگرمی استفاده

ته ها بدهد که در گروه والدین وجود نداشا ر جدیدی به بیتمدادی

کند که تنوع ژنتیگ بااقی بماناد و   است. عملگر جهش کمگ می

 جستهو به نواحی جدیدی برسد.

 سازي شدهنورد شبيه -2-2

سازی است کاه باه جهات    سازی شده یگ روش بهینهنورد شبیه

ه ایان  شباهت آن به فرایند حرارت فلزات و سرد کردن آرام آنها ب

. در انتهای فرآیند بازپخت فیزیکی، جسم [9] شوداسم نامیده می

ساازی، تاابع   رساد. در روش بهیناه  جامد به حالت کریستالی مای 

دهاد و جاوا    هدف، انرژی فرآیناد ترمودیناامیکی را نشاان مای    

باشد. تفاوت ایان  بهینه به منزله حالت کریستالی جسم جامد می

هاای  ر این است کاه متغیار روش  د روش با فرآیند حرارت فلزات

پایه جستهوی موضيی، فرآیند جستهو، بهترین جوا  را از میان 

کناد.  نداطی که در همسایگی جوا  اولیه قرار دارند، انتخا  مای 

اگر بهترین جوا ، بهتر از جاوا  اولیاه نباشاد فرآیناد جساتهو      

گردد که جوا  بهینه پیدا شده اسات.  شود و فرض میمتوقف می

وش برای توابع هدفی مؤثر اسات کاه سااده باشاند و فداط      این ر

موضيی باشند خبرای مساائل حاداقل یاا     10دارای یگ ندطه حدی

حداکثرسازی . بارای تواباع پیچیاده، بطاور مثاال بارای مساائل        
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سازی، این ندطه بهیناه موضايی ممکان اسات باا بهیناه       حداقل

ارائاه  ساازی قاادر باه    کامًلا متفاوت باشد و مدل بهینه 11عمومی

 های بهینه مورد نظر نباشد.جوا 

 بندهاترکيب خوشه -3-2

 یهاا جنباه  یرو هیا پا یبناد خوشاه  یهاکه اکثر روش ییاز آنها

 یهامهموعه داده یرو ههیدر نت کنند،می دیها تاکاز داده یخاص

هاایی  باه هماین دلیال، نیازمناد روش     . باشندیکارآمد م یخاص

هاا و گارفتن   ب این الگاوریتم هستیم که بتواند با استفاده از ترکی

تری را تولید کند. در واقاع هادف   نداط قوت هر یگ، نتایج بهینه

باا  تر، بندی ترکیبی جستهوی نتایج بهتر و مستحکماصلی خوشه

بنادی  استفاده از ترکیب اطلاعات و نتایج حاصل از چندین خوشه

 بیا ترک یبار رو  یادیتاکنون مطاليات ز[. 10[ و ]7اولیه است ]

در  زیا ن یبیترک یبندخوشه [.13-11] بندها انهام شده استرده

قرار گرفتاه   اریمورد توجه بس یبیترک یبندرده یعرصه همپا نیا

 یبناد خوشهاند که تحدیدات اخیر در این زمینه نشان داده است.

افاراز داده   نیچناد  بیاز ترک یریبه طور چشمگ تواندیها مداده

با  یيیانطباق طب گیآنها  یسازیمواز سود ببرد. به علاوه، قدرت

 تواناد یما  یبا یترک یبناد دارد. خوشاه  شاده عیتوز یکاوداده ازین

و  14، پایاداری 13، ناو باودن  12اساتحکام از نظار   یبهتر یهاجوا 

-14[ و ]7] دهاد  هیا اراپایه های نسبت به روش 15پریریانيطاف

16.] 

بندی ترکیبی شامل دو مرحلاه اصالی   به طور خلاصه خوشه

 [:7[ و ]5باشد ]زیر می

هاا، باه عناوان نتاایج     بندیتولید نتایج متفاوت از خوشه -1

هاای مختلاف کاه ایان     بندی اولیه بر اسااس اعماال روش  خوشه

 نامند.می 16مرحله را، مرحله ایهاد تنوع یا پراکندگی

هاای متفااوت   بندیترکیب نتایج به دست آمده از خوشه -2

 17ینهایی؛ که این کار توسط تاابع تاوافد  اولیه برای تولید خوشه 

 شود.کننده  انهام میخالگوریتم ترکیب

تشریب به ترتیب  3-3و  1-3های در زیربخش 2و  1مراحل 

 اند.شده

 کارهاي مرتبط -3

کنناد تاا باا ترکیاب     بنادی ترکیبای سايی مای    های خوشهروش

بندی پایه، یاگ  های خوشهمختلف تولید شده از روش 18افرازهای

[. در 18[ و ]17[، ]7را تولیاد کنناد ]   هااز داده 19افراز مستحکم

اکثر مطاليات اخیر، همه افرازها باا وزن برابار در ترکیاب نهاایی     

باا  نیاز   هاا افرازموجود در همه های و همه خوشهشوند حاضر می

[. استرل و گااش  19د ]کننشرکت میدر ترکیب نهایی وزن برابر 

اند از میان ترکیبات ممکن ارایه کرده[ یگ ميیار برای انتخا  7]

بارای ایان کاار،    بندی است. کیفیت کلی یگ خوشهکه مبتنی بر 

آنها میزان ثبات باین افاراز ترکیبای و افرازهاای پایاه را در نظار       

و با استفاده از یاگ قاعاده ترکیبای ثابات، یاگ ميیاار        اندگرفته

ر بيادی باه کاا   -dهاای  را روی ف ای ویژگای  20شباهت دو به دو

 .اندبرده

بارای هوشامند نماودن     21[ از مفهوم پراکنادگی 1عظیمی ]

کند. ایان روش کاه  باه صاورت     بندی ترکیبی استفاده میخوشه

ای از نتایج اولیه در ترکیب پویا اقدام به انتخا  زیرمهموعه بهینه

شاود.  بندی ترکیبی ساده انهام میکند، ابتدا یگ خوشهنهایی می

های اولیاه  بندیهت تمام نتایج خوشهسپس این روش میزان شبا

کناد و سايی در   را نسبت به جوا  به دسات آماده ارزیاابی مای    

،  23هاا باه ساه مهموعاه داده راحات     مهموعه داده 22بندیطبده

بنادی، مهموعاه داده   کند. در این طبدهمی 25و سخت 24ميمولی

هاای  بنادی شود کاه خوشاه  ای اطلاق میراحت به مهموعه داده

بندی ترکیبی به دست آمده نداشته چندانی با خوشهاولیه تفاوت 

بندی ساده بتواند تدریباا مانناد   باشند. به این مينی که هر خوشه

ای ارایاه کناد. مهموعاه داده    بندی ترکیبای نتاایج مشاابه   خوشه

هاای  بنادی شود که خوشهميمولی به مهموعه داده ای اطلاق می

بنادی  با نتاایج خوشاه  اولیه نه تفاوت چندانی و نه تشابه چندانی 

ترکیبی به دست آمده دارند. مهموعاه داده ساخت باه مهموعاه     

های اولیه تشابه چندانی باا  بندیشود که خوشهای اطلاق میداده

بندی ترکیبی به دست آماده نداشاته باشاند. ایان رویاداد      خوشه

هاای مهموعاه ماورد نظار کااملا دارای      دهاد کاه داده  نشان می

بندی های ساده و ميمولی خوشهو روشمرزهای مشترک هستند 

بندی ترکیبی قادر باه  های پیچیده و قدرتمند خوشههمانند روش

هاای  بنادی باشند. سپس کل نتایج خوشاه ها نمیجداسازی نمونه

-اولیه به چهار زیرمهموعه متفاوت بر اساس میزان تطبیق دقات 

شاوند و بار   بندی ترکیبی سااده تدسایم مای   شان با نتایج خوشه

هر مهموعه داده خراحت، ميمولی و سخت  اقدام به  26ساس ردها

ها برای ترکیب و به دسات آوردن  انتخا  یکی از این زیرمهموعه

[ نیاز  1صورت گرفتاه در ]  27کنیم. نتایج تهربینتیهه نهایی می

-تارین کام  های اولیه با بیشبندیاند که ترکیب خوشهنشان داده

بنادی ترکیبای اولیاه،    خوشه ترین و میزان متوسطی از تطبیق با

های راحت، ساخت و  نتیهه بهتری را به ترتیب، در مهموعه داده

کند تاا  دهد. روش فوق در هر مهموعه داده سيی میمتوسط می

ای که موجب منحرف شدن نتاایج نهاایی   بندی اولیهنتایج خوشه
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شااود را از ترکیااب نهااایی خااارج کنااد و بااه ایاان ترتیااب    ماای

ای را که دارای دقت نسبتا مناسبی یبی اولیههای ترکبندیخوشه

هستند، وارد ترکیب نهایی کند. روش دیگری که بسایار باه ایان    

باشد که در آنهاا بارای   [ می2روش نزدیگ است، روش علیزاده ]

ها بار اسااس پایاداری مرتاب     ها ابتدا خوشهی مهموعه دادههمه

 شوند.درصد پایدارتر انتخا  می 33شده و سپس 

بنادی ترکیبای از   هاای پایاه بارای خوشاه    اکثر الگاوریتم در 

ها مسئله اصلی در این روش شود.ها استفاده میبرداری دادهنمونه

بامگاارتنر و   .اسات   افاراز بندی خو خوشهچگونگی ارزیابی خوشه 

برداری را برای بررسی [ یگ روش مبتنی بر بازنمونه20همکاران ]

در چند ساال  اند. ی ارایه کردهبندی فازاعتبارسنهی نتایج خوشه

به عنوان یگ ميیاار ارزیاابی خوشاه ماورد      پایداری خوشه ،اخیر

هاای اولیاه   [. ایاده 23-21[ و ]19توجه زیادی قرار گرفته است ]

[ 24در ]بارداری  برای اعتبارسنهی خوشه با اساتفاده از بازنموناه  

راس و  تار شاده اسات.   [ کامال 26[ و ]25ارایه شده و بيدها در ]

بارداری  [، نیز  یگ روش مبتنی بر بازنموناه 28[ و ]27همکاران ]

اند. عنصر اصلی در این روش، برای اعتبارسنهی خوشه ارایه کرده

، پایاداری  باشاد پیشاین مای  هاای  ی روششاده که در واقع کامل

خوشه است. ميیار پایداری، میزان همبستگی افرازهای به دسات  

گیاری  از مهموعاه داده را انادازه  برداری مستدل آمده از دو نمونه

بیشتر باشد، بندی هر چه میزان پایداری برای یگ خوشه کند.می

بنادی چنادین مرتباه    به این مينی است که اگر الگوریتم خوشاه 

 شاود ی حاصل مای مشابهبه کار رود، نتایج ها دیگر روی آن نمونه

[ یاگ الگاوریتم جدیاد    31[. همچنین، راس و لانژ ]30[ و ]29]

اناد کاه مبتنای بار انتخاا  ویژگای       بندی ارایه کردهای خوشهبر

بارداری  در این روش از ميیار پایداری مبتنی بر بازنمونهباشد. می

بنادی اساتفاده   ها، برای انتخا  پارامترهای الگوریتم خوشاه داده

مبتنای بار ایاده     28شده است. چندین روش اعتبارسنهی خوشاه 

[. بن هور و همکااران  32ست ]استفاده از پایداری پیشنهاد شده ا

که بر مبنای  اند[ نیز روشی برای محاسبه پایداری ارایه کرده33]

کند. در عمل میمختلف های بندیها در خوشهشباهت بین نمونه

بااا اسااتفاده از روش  ماااتریس همبسااتگی  ایاان روش، ابتاادا  

به عنوان  29. سپس ضریب جاکاردآیدمیبرداری به دست بازنمونه

همچناین،   شود.ایداری بر اساس این ماتریس محاسبه میميیار پ

[ روشاای باارای ارزیااابی افرازهااای نهااایی  34کاسااترو و یاناا  ]

اساتفاده   30اند که از ماشین بردار پشتیبانکردهیه ابندی ارخوشه

باه   31دورافتااده هاای  این روش با شناسایی نویزها و داده کند.می

فته است. مولر و رادک دارای استحکام دست یابندی نتایج خوشه

برای اعتبارسنهی  32ترین همسایهبرداری نزدیگ[ از بازنمونه35]

بارداری  ایان روش بازنموناه   اناد. بندی استفاده کارده نتایج خوشه

[. 36باه کاار رفتاه اسات ]     های زماانی تحلیل سریاولین بار در 

 33محاور -[ ميیار اعتبارسانهی هساته  37اینوکوچی و همکاران ]

د. هساته در ایان روش باه مينای تاابع مرکازی       انپیشنهاد کرده

در این روش، دو  باشد.استفاده شده در ماشین بردار پشتیبان می

شاخص ماورد توجاه قارار گرفتاه اسات: اولای مهماوع مداادیر         

و دومای شااخص مبتنای بار      هاستکواریانس فازی داخل خوشه

و شااخص  [. در ایان روش از ایان د  38باشاد ] بن مای -هسته ژی

ها همچنین، تيیین تيداد خوشهبندی و برای ارزیابی نتایج خوشه

[ 39داس و سایل ]  .با مرزهای غیار خطای اساتفاده شاده اسات     

انااد کااه از هااا ارایااه کااردهروشاای باارای تيیااین تيااداد خوشااه 

. فارن  بردبهره میها برای تدسیم و ادغام آنها اعتبارسنهی خوشه

اند که ی ترکیبی پیشنهاد کردهبند[ روشی برای خوشه40و لین ]

ی ماوثرتری از افرازهاای اولیاه در ترکیاب نهاایی      از زیرمهموعه

در این روش اگر چه تيداد اع ای شرکت کننده  کند.استفاده می

اسات،   34بندی ترکیبی کاملدر ترکیب نهایی کمتر از یگ خوشه

به دلیل انتخا  افرازهای باا کاارایی باالاتر، نتاایج نهاایی بهباود       

 ،اناد پارامترهایی که در این روش مورد توجه قرار گرفتهیابند. می

کناد تااا  : کیفیات و پراکناادگی. ایان روش سايی ماای   عبارتناد از 

افرازهایی از نتاایج اولیاه را وارد ترکیاب نهاایی     ای از زیرمهموعه

کند که از بالاترین میزان کیفیت برخوردار بوده و در عاین حاال   

نادگی را دارا باشاند. در ایان روش از    نسبت به هم بیشترین پراک

خبارای یاگ افاراز در     35شدهميیار مهموع اطلاعات متدابل نرمال

یاگ  گیاری کیفیات   مدایسه با افرازهای دیگر ترکیب  برای اندازه

افااراز اسااتفاده شااده اساات. همچنااین، ميیااار اطلاعااات متداباال 

خبااین تمااام افرازهااای موجااود در ترکیااب  باارای  36شاادهنرمااال

فارن و   ترکیب به کار رفته است.لازم برای گیری پراکندگی اندازه

بنادی  آنها نسابت باه خوشاه    د که روشنده[ نشان می40لین ]

ی کااارایی بهتااراز ترکیباای کاماال و یااا روش انتخااا  تصااادفی  

بناادی [ یااگ روش خوشااه 21برخااوردار اساات. لاو و بدیااه ]  

های اولیاه  مبتنی بر انتخا  خوشهاند که ارایه کرده 37یچندهدف

در طی یاگ  بندی، های مختلف خوشهتولید شده توسط الگوریتم

. در این روش، بهترین مهموعه از توابع باشدسازی میروال بهینه

 .انتخا  شده استهای مختلف از ف ای ویژگی هدف برای بخش

اند که کردهبندی ترکیبی ارایه [ یگ روش خوشه19فرد و جین ]

، شااباهت دو بااه دو پایااداری خوشااهيیااار در آن باا اسااتفاده از م 

در این روش، به جای استفاده از ميیارهاای   شود.آموزش داده می

هاای  ارزیابی مبتنی بر افراز نهایی، افرازهاای حاصال از الگاوریتم   
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بيدی مورد ارزیابی قرار -dپایه در نواحی مختلف از ف ای ویژگی 

 گرفته است.

تگی بارای تهمیاع   های فوق از ماتریس همبسا در اکثر روش

های اولیاه اساتفاده شاده اسات. اگار چناد       بندیاطلاعات خوشه

های مختلفی وجاود دارناد کاه     ماتریس وجود داشته باشد، روش

کنناد. بروزیار   ماتریس همبستگی نهایی را از ادغام آنها تولید می

[ یگ روش برای ادغام چند ماتریس فاصله فرامتری باه یاگ   41]

ارایاه نماود. شارط لازم و کاافی بارای       ماتریس فاصاله فرامتاری  

یکتااایی عملیااات ادغااام نیااز مااورد بررساای قاارار گرفتااه اساات.  

[ دو روش بااارای تولیاااد 42همچناااین، لاپوینتاااه و لهنااادره ]

ادفی اند. آنها ایان کاار را باا تصا    های تصادفی ارایه کردهدندوگرام

 j,i(Cd(اند. هر وارده انهام داده 38کردن ماتریس کفنتیگ وابسته

 ixهاای  در ماتریس کفنتیگ بیانگر سطحی است که در آن نمونه

اناد  برای اولین بار همدیگر را در یاگ خوشاه ملاقاات کارده     jxو 

های فرامتاری  [ الگوریتمی برای محاسبه فاصله44[. بنفیلد ]43]

گ یا کند. این الگاوریتم  برای یگ دندوگرام اتصال منفرد ارایه می

 39یرد و از درخت پوشای کمیناه گیماتریس فاصله از ورودی می

هااای فرامتااری در ایاان کنااد. فاصاالهحاصاال از آن اسااتفاده ماای

م شود که هر کادا الگوریتم، به حداکثر اتصالات زنهیری گفته می

هاای  کند. در واقع فاصلهاز جفت نداط درخت را به هم متصل می

فرامتری سطوحی از دنادوگرام هساتند کاه جفات ندااط در آن      

 اند.تصل شدهسطب به هم م

 
بندي هاي ایجاد پراکندگي در خوشهبندي روشطبقه(: 1شكل )

 ترکيبي

 بندهاپراکندگي در خوشه -1-3

تيااادادی بنااادی ترکیبااای ميماااولا در مرحلاااه اول از خوشاااه

هاا  های اولیه که هر کادام بار ویژگای خاصای از داده    بندیخوشه

اد تارین روش بارای ایها   اولین و ساده شود.تاکید دارند، ایهاد می

نتااایج مختلااف و پراکنااده از یااگ مهموعااه داده، اسااتفاده از    

بنادی  بندی است. هر الگوریتم خوشههای مختلف خوشهالگوریتم

کناد. بناابراین خطاهاای    از یگ جنبه خاصی به مسئله نگااه مای  

تواند با هم متفااوت باشاد. ایان    های مختلف، میموجود در روش

هاای پایاه   تواند موجب ایهاد پراکندگی در نتایج الگاوریتم میامر 

بنادی پایاه کاه    های خوشهترین الگوریتمبندی گردد. مهمخوشه

شااوند، شااامل بناادی ترکیباای اسااتفاده ماای ميمااولا در خوشااه

و  [،45[ و ]14[، ]5] 40مراتبای بندی سلساله های خوشهالگوریتم

[ 45-47و ] [43] 41بناادی افرازبناادی هااای خوشااه الگااوریتم

 ، به دلیل سادگی و توانایی مناسبK-meansالگوریتم  باشند.می

بندی ترکیبای  های خوشهبندی، ميمولا در بیشتر روشدر خوشه

[ 43[، ]13شود ]بندی پایه، استفاده میبه عنوان الگوریتم خوشه

 [.50-48و ]

رویکرد دیگر برای ایهاد پراکندگی، باه دسات آوردن نتاایج    

 بنادی پایاه باا اساتفاده از یکای از     یگ الگوریتم خوشاه متنوع از 

 باشد.های زیر میروش

 بندی انتخا  شده الگوریتم خوشه 42تغییر مدادیر اولیه

[10] 

 بنادی انتخاا  شاده    تغییر پارامترهای الگوریتم خوشه

[51] 

 [ و 7] 43هاهای مختلف از ویژگیاستفاده از زیرمهموعه

[15] 

 [52[ و ]15یژگی دیگر ]ها به ف اهای ونگاشت داده 

 هاایی  هاای اصالی باه زیار مهموعاه     بنادی داده تدسیم

 [53[ و ]48[، ]7  ]44برداریمتفاوت و مهزا خبازنمونه

 در  یپراکنادگ ایهااد   یهاا روشتارین  مهمبندی طبده

 .ارایه شده است. 1در شکل نتایج اولیه 

 بندهامشكلات پيش روي ترکيب خوشه -2-3

 یهاا یبناد رده بیا از ترک یتار کار مشکل هایبندخوشه بیترک

بنادی کاه دارای   به عبارت بهتر، برخلاف مسئله ردهباناظر است. 

بنادی  باشاد، در خوشاه  مای  46و یاگ مهموعاه یاادگیری    45ناظر

گونه شناختی نسبت به مهموعه داده وجود ندارد. عدم وجود هیچ

هااای مادرن و هوشاامند  نااظر و مهموعاه یااادگیری، ارایاه روش   

در  یهاد پراکندگیا یهاروش

 یبیترک یبندخوشه

گ یاستفاده از 

 تمیالگور

 

 یهاتمیالگور

 مختلف

 ه مختلفیاول یمددارده

 
 مختلف یپارامترها

 هایژگیمختلف از و یهارمهموعهیز

 دیجد یهایژگیو یها به ف ار دادهیتصو

 هامختلف از داده یهارمهموعهیز

 یروش قطي

 یبرداربازنمونه

 یهاتمیالگور

 یمراتبسلسله

 

 یهاتمیالگور

 یافرازبند

 اتصال منفرد

 اتصال کامل

 نیانگیاتصال م

Forgy 

K-means 

Isodata 
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ها که دارای کارایی بالا باشاند را بسایار مشاکل    بندی دادهخوشه

دار، ماا باا   برچسب یداده آموزش ا یدر غنموده است. همچنین، 

 گیمختلف از  یخوشه در افرازها یهابرچسب نیمشکل تناظر ب

 .میب مواجه هستیترک

 های اخیر در این زمیناه اساتوار  بسیاری از مطاليات در سال

تاری را بارای ایهااد    های اولیاه متناوع  دیبنبوده است که خوشه

. مفهااوم [55[ و ]54[، ]15[، ]14نتااایج اولیااه بااه کارگیرنااد ] 

هاای اخیار ماورد    در تحدیدات سال ایگستردهپراکندگی به طور 

 هدف اصالی   [.19[ و ]17[، ]15[، ]7]استفاده قرار گرفته است 

مهموعه بندی ترکیبی، تنها بررسی های اخیر خوشهروشدر اکثر 

جود آیا پراکندگی بو"داده از زوایای مختلف است و این سوال که 

ت. چندان مورد توجه قرار نگرفته اسا  "باشد یا نه؟آمده مفید می

بنادی  در حدیدت به خاطر ماهیت بدون ناظر بودن مسئله خوشه

هاای زیاادی روبروسات. اگرچاه نتاایج      مطاليه این امر با دشواری

های اولیه بندیه ایهاد پراکندگی در خوشهاند کتهربی نشان داده

[، 56شاود ] بندی در اکثر مواقاع مای  ميمولا موجب بهبود خوشه

هاا،  بي ای مهموعاه داده   [ نشاان داده اسات کاه در   1عظیمی ]

پراکندگی بیشتر لزوما کمکی به افازایش دقات در نتاایج نهاایی     

 .کندنمی

نادی  بعامل دیگری که ميمولا برای بهباود عملکارد خوشاه   

باشاد.  ترکیبی از آن استفاده شده است، کیفیت نتاایج اولیاه مای   

نشان داده شده است که هر چاه نتاایج اولیاه عالاوه بار داشاتن       

پراکناادگی لازم، از کیفیاات بااالاتری برخااوردار باشااند، کیفیاات  

[. اگرچاه فارن و لاین    18های نهایی نیز بهتر خواهد بود ]خوشه

 وی همزمان دو عامل پراکنادگی  سازاند که بهینه[ نشان داده40]

تواناد کاارایی   بنادی ترکیبای مای   کیفیت در نتایج اولیاه خوشاه  

بندی ترکیبی را به طور چشمگیری بهبود بخشد، تنظیم و خوشه

ای است که حل دقیق آن هناوز  مصالحه بین این دو عامل مسئله

 های فراوانی روبروست.با دشواری

ی نسابتا  در این تحدیق سايی شاده اسات تاا زیرمهموعاه     

های اولیه بارای شارکت در ترکیاب    بندیای از نتایج خوشهبهینه

بندی ترکیبای را بهباود   نهایی یافت شود که بتواند کارایی خوشه

 . برای این منظور یگ چارچو  کلی پیشنهاد شده است.بخشد

 کنندهتابع جمع -3-3

حاد ممکان پراکناده  تولیاد شاد،      پس از اینکه نتایج اولیاه ختاا   

 کنناده ایان نتاایج ترکیاب    ميمولا با استفاه از یگ تاابع ترکیاب  

 های ترکیب نتایج اساتفاده از ترین روشیکی از متداولشوند. می

به طور مفصل تشاریب   5-3ماتریس همبستگی است که در بخش

کاه   47انباشات مادارک  بنادی ترکیبای   روش خوشهخواهد شد. 

است، اولین بار توسط فارد و جاین   همبستگی مبتنی بر ماتریس 

[ مطرح شد و خیلی زود به صورت یگ روش متداول درآماد.  10]

های دیگری نیز مبتنی بر مااتریس همبساتگی ارایاه    امروزه روش

بنادی کلای از تواباع تاوافدی     یاگ طبداه   2[. شاکل  16اند ]شده

 دهد.را نشان میگوناگون 

در این زمیناه اساتوار    های اخیربسیاری از مطاليات در سال

تاری را بارای ایهااد    های اولیاه متناوع  بندیبوده است که خوشه

. مفهااوم [55[ و ]54[، ]15[، ]14نتااایج اولیااه بااه کارگیرنااد ] 

هاای اخیار ماورد    در تحدیدات سال ایگستردهپراکندگی به طور 

هدف اصالی    [.19[ و ]17[، ]15[، ]7]استفاده قرار گرفته است 

بندی ترکیبی، تنها بررسی مهموعه های اخیر خوشهروشدر اکثر 

آیا پراکندگی بوجود "داده از زوایای مختلف است و این سوال که 

چندان مورد توجه قرار نگرفته اسات.   "باشد یا نه؟آمده مفید می

بنادی  در حدیدت به خاطر ماهیت بدون ناظر بودن مسئله خوشه

روبروسات. اگرچاه نتاایج    هاای زیاادی   مطاليه این امر با دشواری

های اولیه بندیاند که ایهاد پراکندگی در خوشهتهربی نشان داده

[، 56شاود ] بندی در اکثر مواقاع مای  ميمولا موجب بهبود خوشه

هاا،  بي ای مهموعاه داده   [ نشاان داده اسات کاه در   1عظیمی ]

پراکندگی بیشتر لزوما کمکی به افازایش دقات در نتاایج نهاایی     

 .کندنمی
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 بندي ترکيبيدر خوشهتوابع توافقي بندي طبقه(: 2شكل )

 
 

 هاي مبتني بر ابرگرافروش

بیاان   48[ مفهوم مهمع را باا دیادگاه ابرگاراف   7استرل و گاش ]

ع هاای اجماا  روش مبتنی بر ابرگراف برای روشاند. آنها سه کرده

در  اند. آنها نواحی داده را باه صاورت یاگ ابرگاراف    پیشنهاد داده

اناد. در آن  اولین مرحلاه از هار ساه روش اجمااع تبادیل کارده      

شاوند، در  تلدای مای   49هاا ها باه عناوان ابریاال   ها، خوشهابرگراف

 50داقل بارش های حا ها هستند. الگوریتمها، دادهصورتی که راس

فاده ای استها یا نداط دادهتوانند جهت جداسازی راسابرگراف می

از  روی ابرگاراف، بار   kشوند. با استفاده از الگوریتم برش حداقل 

 51هاای شود. مکاشافه ناحیه یا افراز استخراج می kاین ابرگراف، 

بار روی یاگ ابرگاراف     kکارآمد جهت حل مساله بارش حاداقل   

ه وجود دارد که بي ی از آنها دارای پیچیدگی محاسباتی از درجا 

o(||)  که   باشاد. ساه الگاوریتم ابرگاراف    هاا مای  تياداد ابریاال 

CSPA52 ،HGPA53  وMCLA54  در ادامااه بیشااتر توضاایب

 اند.داده شده
CSPA  
ای در ابتادا باه ف اای    ف ای ویژگی ندااط داده  CSPAدر 

شود. سپس یاگ الگاوریتم   ی ابرگراف نگاشت میویژگی همبستگ

ای جدیادا  بار ندااط داده   55حداقل برش ابرگراف شابیه متایس  

شود. همانند قبل ایان روش فارض   دار شده به کار برده میفاصله

ای بیشتری در یگ خوشاه در افاراز   کند که هر چه نداط دادهمی

ای ذاتا متيلاق  اولیه باشد، احتمال بیشتری دارد که آن نداط داده

-ترین مکاشافه در باین روش  ساده CSPAبه یگ خوشه باشند. 

باشااد. پیچیاادگی محاسااباتی آن هااای مبتناای باار ابرگااراف ماای

O(kN2M)  است کهk ها، تيداد خوشهN  ای و تيداد ندااط داده

M باشد. دو روش بيادی پیچیادگی محاساباتی    تيداد نواحی می

 کمتری دارند.
HGPA  
ای و هاا ندااط داده  کند کاه راس فرض می HGPAالگوریتم 

 ن هستند.های آاند، ابریالهایی که از افراز اولیه بیرون آمدهخوشه

حال دوباره یگ الگوریتم ابرگراف حداقل برش شابیه متایس بار    

ای هاا یينای ندااط داده   روی آن ابرگراف جهات جداساازی راس  

شاود. پیچیادگی   مولفه متفااوت باه کاار بارده مای      kابرگراف به 

 Nهاا،  تياداد خوشاه   kاست که دوباره  O(kNM)محاسباتی آن 

 باشد.تيداد نواحی می Mای و تيداد نداط داده
MCLA  
ا ی بدست آمده از افراز اولیه رابتدا خوشه MCLAالگوریتم 

گیری جهات  کند و سپس از یگ مکانیسم مبتنی بر رایافراز می

کند. خوشاه بنادی خوشاه باا     تولید افرازهای مهمع استفاده می

استفاده از متایس انهاام شاده اسات. پیچیادگی محاساباتی آن       

O(k2NM2)   است کاهk ،N  وM      مانناد قبال هساتند. جهات

[ 7هاای مبتنای بار ابرگاراف باه ]     جزئیات بیشتر در ماورد روش 

 مراجيه نمایید.

 روش پيشنهاديچارچوب  -4

هاای  خوشاه ای از ایده اصلی در این روش استفاده از زیرمهموعه

بندی ترکیبای اسات. نماای    ها در خوشهاولیه به جای کل خوشه

نشاان   3کلی از چارچو  کلی بارای روال پیشانهادی در شاکل    

 داده شده است.

هاای ایهااد پراکنادگی    در این روش ابتدا با استفاده از روش

تواناد باا   شود. ایان کاار مای   بندی اولیه ایهاد میخوشه Bتيداد 

 )اجماع( يتوافقتوابع 

بر  یمبتن یهاروش

 یس همبستگیماتر
 اطلاعات یروش تئور یریگیروش را

بر  یمبتن یهاروش

 ابرگراف

CSPA HGPA MCLA Sing. 
Linkage 

 یزشیمدل آم

Aver. 
Linkage 

Comp. 
Linkage 

Bipartite 

مبتنی بر  یهاروش

 مدل

Bayesian EM 

مبتنی بر  یهاروش

 دهیوزن
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های مختلف ها، استفاده از الگوریتمبرداری از دادهاستفاده از نمونه

هاا و یاا انتخاا     ای از ویژگیبندی، استفاده از زیرمهموعهخوشه

بندی انهام شود. در پارامترهای مختلف برای یگ الگوریتم خوشه

رای تولید نتایج اولیه استفاده شده ب K-meansاینها از الگوریتم 

 K-meansاولیاه بارای الگاوریتم    است. پراکندگی لازم در نتایج 

هاا و همچناین باا    نیز، با انتخا  تصادفی نداط اولیه مراکز خوشه

فراهم شده است. به عالاوه یاگ روش عماده بارای     برداری نمونه

های گونااگون  -Kبا  K-Meansتولید پراکندگی لازم را از روش 

بدست آورده شده است. در مرحله بياد اطلاعاات متدابال نرماال     

های ی خوشههمه های به دست آمده را باکدام از خوشه شده هر

-به دست آمده محاسبه کرده و در یگ ماتریس مربيی قارار مای  

 دهیم.

 
 بندي ترکيبيروال الگوریتم پيشنهادي براي خوشه(: 3شكل )

 

هاا  پس از اینکه پایداری هر خوشه نسابت باه ساایر خوشاه    

هاا در دو زیاربخش   خوشهمحاسبه شد، در گام بيد، عمل انتخا  

-نهشود. در زیربخش اول با کمگ الگوریتم ژنتیگ به گوانهام می

هاای  شود کاه خوشاه  ها انتخا  میای یگ زیرمهموعه از خوشه

 انتخا  شده با همدیگر بیشاترین پایاداری را داشاته باشاند. در    

هاای انتخاا  شاده باه     زیربخش دوم برای تولید تنوع در خوشاه 

 کنیم که باا هام  هایی را انتخا  میتیگ خوشهکمگ الگوریتم ژن

تارین پایاداری را داشاته باشاند. روش پیشانهاد شاده بارای        کم

 تشریب خواهد شد. 2-4ها در بخش انتخا  خوشه

های انتخا  شده با هم ترکیاب شاده و   در گام بيدی خوشه

های مختلفی برای آید. روشهای نهایی از آنها به دست میخوشه

های نهاایی  های اولیه و به دست آوردن خوشهندیبترکیب خوشه

وجود دارد. تفاوتی که در اینها وجود دارد این اسات کاه در ایان    

بنادی اولیاه، تنهاا تيادادی از     روش ممکن است که از هر خوشه

ها در مهمع نهایی موجود باشاند. در ایان مدالاه دو روش    خوشه

هاای  خوشاه  [ برای ترکیب نتایج2پیشنهاد شده توسط علیزاده ]

های پایه های نهایی از خوشهپایه و چگونگی بدست آوردن خوشه

هاا کاه تواناایی سااخت     گیارد. ایان روش  مورد استفاده قرار مای 

در شرایطی که تنها تيدادی از -ها ماتریس همبستگی برای نمونه

تشاریب خواهاد    3-4را دارند، در بخش  -ها موجود هستندخوشه

تاوان باا اساتفاده از    مبساتگی، مای  شد. پس از ساخت ماتریس ه

بار   یمبتنا هاای  و یاا روش  مراتبای های سلساله یکی از الگوریتم

 .به دست آوردهای نهایی را خوشه ابرگراف

بندی ترکیبی فراینادی پیچیاده شاامل    از آنهایی که خوشه

باشد، پیچیدگی محاسباتی باالاتی داشاته و در   چندین مرحله می

اسات. از هماین رو، در    56خاط ونبار و بار  مهموع فرایندی زمان

گیاارد ميمااولا روی تحدیداااتی کااه در ایاان زمینااه صااورت ماای 

های پیشنهادی بحا  خاصای صاورت    پیچیدگی محاسباتی روش

 [.41[ و ]15گیرد ]نمی

 ارزیابي خوشه -1-4

هاای باه دسات آماده ماورد ارزیاابی قارار        در این مرحله خوشاه 

جاایی کاه   گیرند تا کیفیت هر خوشاه مشاخص شاود. از آن    می

دار یگ خوشه در میاان کال ندااط داده مينای     57میزان برازندگی

ل علاوه بار پاارامتر او   D)i(Cjg, است، تابع برازندگی خوشه یينی

نیز وابساته اسات. یاگ     Dبه مهموعه داده  iCخود یينی خوشه 

 .[22تابع برازندگی باید خصوصیات زیر را داشته باشد ]

  باید با تابعjf بندی خاا   که توسط الگوریتم خوشهjA 

شود، ارتباط منطدی داشته باشاد. باه عباارت    بهینه می

به این مينی باشاد   D)i(Cjg,تر برای دیگر، مددار بیش

و متنااظرا نسابت باه     jfنسابت باه تاابع     iC که خوشه

تار   تار خبهیناه  ، برازناده  jAبندی خا  الگوریتم خوشه

 است.

 بندی مختلاف قابال مدایساه    باید نسبت به توابع خوشه

، آنگاه D)i(Cl,D)> gi(Cjg,باشد. به عبارت دیگر، اگر 

با توجه به تاابع   iCباید نتیهه گرفت که کیفیت خوشه 

jf  از تااابعlf  بهتاار اساات. یيناای کیفیاات خوشااهiC  در

-lبندی در خوشه iCام از کیفیت خوشه -jبندی خوشه

 باشد.ام بهتر می

      در نهایت مددار تابع برازندگی خوشاه بایاد نسابت باه

های مختلف قابل مدایسه باشد. به عبارت دیگار،   خوشه

,D)l(Cj,D) = gi(Cjg    بایااد نتیهااه بدهااد کااه ،

میازان برازنادگی    jfنسبت به تاابع   lCو  iCهای خوشه

ام -jبنادی  برابری دارند. یينی این دو خوشه در خوشاه 

 رند.از کیفیت برابری برخوردا

تواند به عنوان تابع برازندگی خوشه یکی از ميیارهایی که می

[ اسات. پایاداری   24در نظر گرفته شود، ميیار پایاداری خوشاه ]  
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هاای مختلاف را   بنادی در نتاایج خوشاه   58خوشه, اثار آشافتگی  

هاای ایهااد آشافتگی در    ترین روشدهد. یکی از مهمانيکاس می

تواناد باه دو   ری است کاه مای  بردابندی استفاده از بازنمونهخوشه

 جایگراری انهام شود.شکل رایج باجایگراری و یا بدون

 
به عنوان تابع  iCالگوریتم محاسبه پایداري خوشه (: 4شكل )

 در روش عليزاده برازندگي

 برای ارزیابی خوشه از ميیارهای پایاداری مختلفای اساتفاده   

ارزیابی خوشه های پیشنهادی برای شده است. اگر چه همه روش

 مبتنی بر اطلاعات متدابل نرمال شده هساتند، هار کادام از ایان    

کناد. یاگ روش ارزیاابی    ها یکی از ميایب آن را جبران مای روش

 خوشه به طور کامل در این بخش شرح داده شده است.

ها بر اسااس ميیاار پایاداری مبتنای بار      در این روش خوشه

 شوند.بی می  ارزیاNMIاطلاعات متدابل نرمال شده خ

ا نیاز به مکانیزمی است تا  رهای پایدارتبرای شناسایی خوشه

 بنادی، مساتدل از  بتواند پایداری را برای هر خوشه از یگ خوشه

بنادی، حساا  کناد.    های دیگر به دست آمده از آن خوشهخوشه

را  iCخاواهیم پایاداری خوشاه    برای این کار، فرض کنید که مای 

باارداری مهموعااه ابتاادا بااا نمونااهمحاساابه کناایم. در ایاان روش 

های مختلفی روی بندیشود و خوشههای جدیدی درست میداده

آیاا  ”شود تا به این سوال که گیرد. سپس، سيی میآن صورت می

 ”ها هم ظاهر شاده اسات یاا ناه؟    بندیاین خوشه، در این خوشه

پاسخ داده شود. برای این کار یگ ميیار شباهت باین آن خوشاه   

)iC( بناادی اولیااه وشااهو خ)P(D)( شااود کااه بااا پیشاانهاد ماای

,P(D))isim(C  شاود. باا اساتفاده از ایان ميیاار،      نشان داده مای

هااای مختلااف حاصاال از بناادیشااباهت آن خوشااه را بااا خوشااه

شاود. ساپس میاانگین ایان ميیارهاای      برداری محاسبه مینمونه

گرداناده  بر D)i(Cig,شباهت، به عنوان میزان پایداری این خوشه 

را  iCمیاازان اعتبااار خوشااه  P(D))isim(C,شااود. در واقااع ماای

کند. شبه کد مشخص می Dروی مهموعه داده  Pبندی درخوشه

 [.2نشان داده شده است ] 4مربوط به این روال در شکل 

که میزان شباهت بین خوشه  P(D))isim(C,برای محاسبه 

iC بندی و نتیهه خوشهP(D) شود. یر عمل میاست، به صورت ز

کاه در   Dهاای دیگار متيلاق باه مهموعاه داده      ابتدا تمام نمونه

نمایش  iD/Cقرار ندارند، به صورت یگ خوشه مستدل  iCخوشه 

 iD/Cو  iCبندی شاامل دو خوشاه   شود. حال یگ خوشهداده می

. اکناون  i ,D/Ci ={C1P{نامیم می 1Pایهاد شده است که آن را 

بارداری شاده اعماال    های نموناه دادهکه روی  P(D)بندی خوشه

ای ارایه شود تا در نهایات  شده است، نیز باید به صورت دو خوشه

بندی طی فرآیندی باا هام منطباق    نتایج حاصل از این دو خوشه

و  C*به دو خوشه  P(D)ها در شوند. برای این منظور همه خوشه
*D/C شوند. خوشه تدسیم می*C هایی که از اجتماع همه خوشه

وجود دارناد، تشاکیل    iCهایشان در خوشه از نمونه %50بیش از 

گیرند. این قرار می D/C*ها نیز در خوشه شود و مابدی خوشهمی

 D/C,*{ نامیممی 2Pبندی را خوشه
*={C2P   حاال از اطلاعاات .

  کاه ميیاار متاداول بارای ارزیاابی      NMIنرمال شاده خ  59متدابل

[ و 10[، ]7] باشاد بندی  مای بین دو افراز خنتیهه خوشه شباهت

 2Pو  1Pبنادی  گیاری شاباهت باین دو خوشاه    [، برای اندازه51]

شود. از آن جایی که ميیاار اطلاعاات متدابال نرماال     استفاده می

 NMIهاست، ميمولا از ميیار  ، وابسته به اندازه خوشهMIنشده خ

باه   𝑃2و  𝑃1بنادی  باین دو خوشاه   NMIشود. رابطه استفاده می

 شود.صورت زیر محاسبه می
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2

1

),(
),(

1

0

.
.

1

0

.
.

21
21









j

j
j

i

i
i

m

p
p

m

p
p

m

PPMI
PPNMI

 

,𝑀𝐼(𝑃1کااه اطلاعااات متداباال،  𝑃2)  بااه دساات  2از رابطااه

 آید.می
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های مشاترک  دهنده تيداد نمونهنشان 𝑝11که در این رابطه، 

هاای  دهناده تياداد نموناه   نشاان  𝑝10اسات.   iCو  C*موجود در 

دهناده تياداد   نشاان  𝑝01اسات.   iCو  D/C*مشترک موجود در 

دهنده نشان 𝑝00است.  iD/Cو  C*های مشترک موجود در نمونه

اساات.  iD/Cو  D/C*هااای مشااترک موجااود در  تيااداد نمونااه

باه ترتیاب    jp.و  ip.هاست. در واقاع  تيداد کل نمونه mهمچنین 

 هستند. C*و  iCهای موجود در بیانگر کل نمونه

نمای کلی از این روش محاسابه پایاداری خوشاه را     5شکل 

دهناده میازان   نشاان   iNMI، 5با توجه به شاکل   دهد.نشان می

باشاد. همچناین بیاانگر میازان     می 2Pو  1Pبندی شباهت خوشه

باشد. این مددار باا  ام نیز می-iبندی در خوشه iCپایداری خوشه 
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و سااپس در  P(D))isim(C,در  4توجااه بااه الگااوریتم شااکل   

score[i] گردد.ذخیره می 

 
 NMIبا روش مبتني بر  iCمحاسبه پایداري خوشه (: 5شكل )

 

 شود.ها تشکیل میپایداری کل از میانگین کل این پایداری

  3خ



M

i

ii NMI
M

CStability
1

1
)(  

ایان   باشد.ها در مهموعه مرجع میبندیتيداد خوشه Mکه 

هاااایی را کاااه بیشاااترین تکااارار را در روش، در واقاااع خوشاااه

هاای پایادارتر   های مختلف دارناد، باه عناوان خوشاه    بندیخوشه

 کند.ميرفی می

 هاي اوليهاي از خوشهانتخاب زیرمجموعه -2-4

پس از اینکه پایداری هر خوشه محاسبه شد، در گاام بياد، عمال    

د. شاو وشه انهام مای ها با توجه به مددار پایداری خانتخا  خوشه

هااای تکاااملی باارای انتخااا   یااگ روش مبتناای باار الگااوریتم 

های اولیه ارائاه شاده اسات کاه در ایان      ای از خوشهزیرمهموعه

 پردازیم.بخش به تشریب این الگوریتم می

 پاریرد. ها در دو فااز انهاام مای   در اینها عمل انتخا  خوشه

-عاه افتن زیرمهمو، یگ الگوریتم تکاملی سيی در ی1ابتدا در فاز 

یان  ها دارد که بیشترین پایاداری را داشاته باشاند. ا   ای از خوشه

الگوریتم تکاملی دارای یگ کروموزوم بیتی باه طاول تياداد کال     

هاای گونااگون   بندیهای تولید شده در بخش تولید خوشهخوشه

یاا   تواند عدد یاگ های این کروموزوم میباشد. هر کدام از ژنمی

باشاد کاه   دهناده آن مای  گیرد. عدد یاگ نشاان  صفر را به خود ب

 های انتخا  شده باشد وی به شماره آن ژن در بین خوشهخوشه

ام در باین  -mی یينای خوشاه   mعدد صفر در یاگ ژن شاماره   

ن های انتخا  شده نباشد. برای محاسبه تابع برازنادگی ایا  خوشه

هاای  الگوریتم تکاملی، اختلاف میازان پایاداری میاانگین خوشاه    

-ن خوشهنتخا  شده از عدد یگ خحداکثر میزان پایداری میانگیا

 شود.محاسبه می باشد ،های انتخا  شده می

  4خ
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ustersSelectedClCard

CCSimilarity
ctionFitnessFun
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𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐶𝑖که  , 𝐶𝑗) شود.از رابطه زیر محاسبه می 

  5خ
))/,(),/,((),( jjiiji CDCPCDCPNMICCSimilarity 

 

,𝑃(𝐶𝑖، 5در رابطه  𝐷/𝐶𝑖)  یگ خوشه بندی است که حاوی

هاا را باه جاز    ی دادهای که همهخخوشه 𝐷/𝐶𝑖 و 𝐶𝑖ی دو خوشه

بنادی  این خوشاه  باشد.گیرد  میدر برمی 𝐶𝑖های موجود در داده

 .نمایش داده شده است 6در شکل 

 
 افراز یک خوشه و مكمل آن(: 6شكل )

ی های انتخا  شاده ، برای تنوع بیشتر خوشه2سپس در فاز 

هاا باه کماگ الگاوریتم تکااملی      ای از خوشاه نهایی، زیرمهموعه

هاا  شوند که کمترین پایداری را داشاته باشاند. در این  انتخا  می

کل  ای یگ کروموزوم بیتی به طول تيدادنیز الگوریتم تکاملی دار

یداری ها است. تابع برازندگی این الگوریتم تکاملی میزان پاخوشه

 های انتخا  شده می باشد.میانگین خوشه

  6خ
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ع لازم به ذکر است که در هر مورد، هدف ما کمینه کردن تاب

، تاابع کاوچکتر باشاد   باشد، بنابراین هر چاه مدادار   برازندگی می

تار  های مشخص شده توسط کروموزوم، برازناده ی خوشهمهموعه

ی انتخاا  شاده توساط الگاوریتم     است. ما در اینها به مهموعاه 

انتخاا  شاده توساط الگاوریتم      یمهموعاه و به  1Sتکاملی اول 

  .9گوییم خشکل می 2Sتکاملی دوم 

 
 (: نمایش یک راه حل کاندید )کروموزوم(7شكل )

 

ها، مثاال زیار را در   تر شدن روش انتخا  خوشهبرای روشن

داریام و   5Cتاا   1Cی اولیاه  نظر بگیرید. فرض کنید پنج خوشاه 

ها را به کمگ الگاوریتم تکااملی   خواهیم تيدادی از این خوشهمی

ی انتخا  نماییم. از آنهایی که طول کروماوزوم بیتای باه انادازه    

باشاد، بناابراین یاگ    مای  های اولیه تولیاد شاده  تيداد کل خوشه

حال   یاگ راه  7خواهیم داشت. شکل  5کروموزوم بیتی به طول 

iD/C
iC 

All data 

iD/C
iC 

D/C*
C 

*D/C
C 

*D/C
C .  .  . 

1NMI
2NMI

MNMI

1P 2P MP

 [
 D

O
R

: 2
0.

10
01

.1
.2

67
65

81
0.

13
95

.1
3.

2.
13

.9
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 ji
ae

ee
.c

om
 o

n 
20

26
-0

2-
02

 ]
 

                            11 / 21

https://dor.isc.ac/dor/20.1001.1.26765810.1395.13.2.13.9
http://jiaeee.com/article-1-73-en.html


Jo
u
rn

al
 o

f 
Ir

an
ia

n
 A

ss
o
ci

at
io

n
 o

f 
E

le
ct

ri
ca

l 
an

d
 E

le
ct

ro
n
ic

s 
E

n
g
in

ee
rs

 -
 V

o
l.

1
3
- 

N
o
.2

 S
u
m

m
er

 2
0
1
6

 1395 تابستان -دومشماره  -مسيزدهسال  -ن برق و الکترونيک ايرانمجله انجمن مهندسي  

 

 

 

کاندید را توسط کروموزوم بیتی نمایش مای دهاد کاه مشاخص     

 باشد.می 5Cو  1C ،2Cهای ی انتخا  خوشهکننده

 
 هاي اوليهبين خوشه Similarityماتریس (: 8شكل )

 

 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦سپس الگوریتم تکاملی با استفاده از مااتریس  

آیاد، تاابع برازنادگی راه    به دست می 5ها که از رابطه بین خوشه

یااگ ماااتریس   8نمایااد. شااکل  حاال کاندیااد را محاساابه ماای 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 های اولیه و همچناین چگاونگی   نمونه بین خوشه

 دهد.را نشان می 7کاندید شکل  محاسبه تابع برازندگی راه حل

، 4و با اساتفاده از رابطاه    𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦با توجه به ماتریس 

 شود.ها محاسبه میتابع برازندگی برای انتخا  پایدارترین خوشه

48.0
9

103.065.003.0116.065.016.01
1 


ctionFitnessFun

 

 ، بدیهی است کاه مدادار تاابع برازنادگی    6با توجه به رابطه 

 باشد.می 52/0ها برابر با خوشهبرای انتخا  ناپایدارترین 

52.0
9

103.065.003.0116.065.016.01



ctionFitnessFun

 

 ساخت نتایج افراز نهایي -3-4

های انتخاا  شاده باا هام ترکیاب شاده و       در این مرحله خوشه

های مختلفی برای آید. روشهای نهایی از آنها به دست میخوشه

های نهاایی  های اولیه و به دست آوردن خوشهبندیترکیب خوشه

، HGPAهااای ی ایاان کااار در اینهااا از روش وجااود دارد. باارا 

MCLA ،CSPA  وFuzzy K-Means   کنناده  به عناوان جماع

نهایی استفاده شده است. در اینها در حدیدت فارض شاده اسات    

 هاا را باه ف اای جدیادی    ها، دادهها برای دادهکه برچسب خوشه

ی هاا بندی را با یکی از روشانتدال داده و در ف ای جدید خوشه

 دهیم.انهام میبالا 

بنادی سلساله مراتبای    های خوشاه راه دیگر استفاده از روش

سلساله مراتبای    Single Linkageباشد که در اینها از روش می

استفاده شده است. تفاوتی که در اینها وجود دارد این اسات کاه   

بنادی اولیاه، تنهاا    در این روش ممکن اسات کاه از هار خوشاه    

ند. از آن جاایی کاه اساتفاده از    ها موجاود باشا  تيدادی از خوشه

توانااد شااباهت بااین جفاات   نماایEACروش انباشاات ماادارک خ

ص ها به درستی تشخیها را در ح ور تنها تيدادی از خوشهنمونه

[ برای ترکیب نتاایج  2نامه از دو روش علیزاده ]دهد، در این پایان

هاا کاه تواناایی اساتخراج مااتریس      استفاده شده است. این روش

ها در شرایطی که تنها تيدادی از خوشه-ها ی برای نمونههمبستگ

تشریب شده اسات.  های بيدی را دارند، در بخش -موجود هستند

توان با اساتفاده از یکای از   پس از ساخت ماتریس همبستگی، می

نفاارد یااا اتصااال مراتباای نظیاار اتصااال مهااای سلساالهالگااوریتم

 های نهایی را استخراج کرد.، خوشه60میانگین

های اولیاه  ای از خوشهچگونگی انتخا  زیرمهموعه 9شکل 

ی بدسات آوردن  های جساتهو و همچناین نحاوه   به کمگ روش

 دهد.  های انتخا  شده را نشان میافراز نهایی از خوشه

 

 
هاي اي از خوشهروش پيشنهادي براي انتخاب زیرمجموعه(: 9شكل )

 اوليه و ساختن افراز نهایي

 

هاای سلساله   لازم به ذکر است که برای استفاده از الگاوریتم 

های نهاایی  شود و خوشهمراتبی ماتریس همبستگی استخراج می

آیناد، ولای   ز این ماتریس به دسات مای  ا هابا اعمال این الگوریتم

{1,…,q}, iiC 

الگوریتم جستهوی  

 هاانتخا  پایدرترین

الگوریتم جستهوی  

 هاانتخا  ناپایدرترین

 

2S 1S 

2S1S 

EEAC 

Fuzzy K-
means 

HGPA Single 
Linkage 

MCLA CSPA 

 خوشه بندی نهایی
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های مبتنای بار   و روش Fuzzy K-meansبرای استفاده از روش 

نیااازی بااه ساااخت   CSPAو  HGPA ،MCLAگااراف مثاال  

بنادی نهاایی را باا    توان خوشهباشد و میماتریس همبستگی نمی

 های انتخا  شده به دست آورد.ها بر خوشهاعمال این روش

 ماتریس اطلاعات تجمعي -1-3-4

بندی روی خوشه m  نتایج EACدر روش انباشت مدارک خ

ذخیره  n×nبرداری شده در ماتریس همبستگی های نمونهداده

شوند. هر داده ورودی از این ماتریس در روش انباشت می

 شود.محاسبه می 7مدارک، به صورت رابطه 

           
ji

ji

m

n
jiC

,

,
),(                        خ7                                      

 با هم در jو  iهای تيداد دفياتی است که جفت نمونه i,jnکه 

هایی برداریتيداد نمونه i,jmاند و بندی شدهیگ خوشه گروه

ر ها به طور همزمان در آن ظاهاست که هر دوی این جفت نمونه

 اند.شده

ز ادی گیری در این روش ، تنها تيدااز آن جایی که پس از آستانه

تواند نمی EACباشند، روش های اولیه در دسترس میخوشه

ب تشخیص دهد. بنابراین برای ترکیها را نمونهروابط بین جفت

نتایج با استفاده از ماتریس همبستگی باید ميیاری برای 

ن شود که بتواند شباهت بیها تيریف دادن همبستگی نمونهنشان

به های اولیه ای از خوشهها را با ح ور تنها زیرمهموعهنمونه

درستی استخراج و محاسبه کند. این روش برای ساخت ماتریس 

 اند،ها حرف شدههمبستگی در شرایطی که تيدادی از خوشه

 شود. هر داده  نامیده میEEACانباشت مدارک توسيه یافته خ

به صورت رابطه  EEACیس همبستگی در روش ورودی از ماتر

 .شودتيریف می 8

 

 

 

 

 
 

 
الف(  NMIبا روش مبتني بر  iC: محاسبه پایداري خوشه (10شكل )

بندي اوليه ج( نمونه ب( نتایج چهار خوشه 5مجموعه داده شامل 

 گيريهاي باقيمانده پس از آستانهخوشه

 
 

            
),max(

),(
,

ji

ji

nn

n
jiC                    خ8                   

in  تيداد دفياتی است که نمونهi های انتخا  شده در خوشه

نیز، تيداد دفياتی است که  jnظاهر شده است. به طور مشابه 

های انتخا  شده ظاهر شده است. همچنین، در خوشه jنمونه 

i,jn های تيداد دفياتی است که جفت نمونهi  وj  با هم در یگ

اند. بدیهی است که با های انتخا  شده ظاهر شدهخوشه از خوشه

های اولیه بندیهای ثابت در  خوشهدر نظر گرفتن تيداد خوشه

ای اولیه و همچنین، کمتر از تيداد کل افرازه jnو  inهمواره 

BkBnnباشد. یينی های ممکن میتيداد کل خوشه ji ,. 
 

بح ، مثال زیر را در نظر بگیرید. فرض کنید  تر شدنبرای روشن

الف وجود -10نمونه مطابق شکل  5یگ مهموعه داده شامل 

به  4Pتا  1Pبندی اولیه دارند. همچنین فرض کنید چهار خوشه
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که در  های اولیه روی آن صورت گرفته استبندیعنوان خوشه

 .  نمایش داده شده است-10شکل 

های تولید شده همچنین، فرض کنید که مدادیر پایداری خوشه

به صورت زیر باشند خدقت شود این اعداد فرضی هستند و نه 

 نهامددار واقيی هستند؛ به دلیل آن که مهموعه مرجع را در ای

 توان محاسبه کرد .را نمینداریم مددار آنها 

 
1)()( 4

1
2
1  cStabilitycStability 

82.0)()( 4
2

2
2  cStabilitycStability 

55.0)()( 3
1

1
1  cStabilitycStability 

باشد،  0,8ها برابر با اگر مددار آستانه برای انتخا  خوشه

؛ چراکه شوندهای اول از افرازهای اول و سوم حرف میخوشه

ج ماتریس -10اکنون در شکل  .است 0,8پایداری آنها زیر آستانه 

ایهاد شود. اکنون  هاهمبستگی باید با استفاده از بدیه خوشه

𝑐2های خوشه
1 ،𝑐1

2 ،𝑐2
2 ،𝑐2

3 ،𝑐1
𝑐2، و 4

 شوند.انتخا  می 4

های موجود خیينی در اجماع کل خوشه C(2,3)حال درایه 

𝑐1های خوشه
1 ،𝑐2

1 ،𝑐1
2 ،𝑐2

2 ،𝑐1
3 ،𝑐2

3 ،𝑐1
𝑐2، و 4

ایه   در4

C(2,3) خوشه موجود خیينی  4است؛ چرا که در  0,5، برابر

𝑐1های خوشه
1 ،𝑐1

2 ،𝑐1
𝑐1، و 3

خوشه موجود  4  داده دوم و در 4

𝑐1های خیينی خوشه
1 ،𝑐2

2 ،𝑐1
𝑐2، و 3

  داده سوم ح ور دارند؛ 4

است؛ چرا  2است. صورت آن رابطه نیز  4، 8پس مخرج رابطه 

𝑐1های هکه در دو خوشه خیينی خوش
𝑐1و  1

  دو داده دوم و سوم 3

های به طور همزمان ح ور دارند. پس قبل از انتخا  خوشه

برابر  C(2,3) ، درایه -10های شکل پایدار، یينی کل خوشه

ج، -10های پایدار، یينی شکل است. اما بيد از انتخا  خوشه 0,5

دادن کند. برای نشان به صفر تنزل پیدا می C(2,3)مددار درایه 

خوشه خیينی  2ج توجه کنید، در -10های شکل این به خوشه

𝑐1های خوشه
𝑐1و  2

ج، داده -10خوشه موجود در شکل  6  از 4

𝑐2های خوشه خیينی خوشه 2دوم و در 
𝑐2و  2

خوشه  6  از 4

ج، داده سوم ح ور دارند؛ پس مخرج رابطه -10موجود در شکل 

؛ چرا که در هیچ است. صورت آن رابطه نیز صفر است 2، 8

ج، دو داده دوم و سوم -10خوشه موجود در شکل  6ای از خوشه

 𝐶به طور همزمان ح ور ندارند. به طور کامل مدادیر ماتریس 

 قبل از عمل انتخا ، در زیر آورده شده است.

4
(1,2) (4,5) 1

max(4,4)

2
(1,3) (2,3) 0.5

max(4,4)

(1,4) (1,5) (2,4) (2,5) (3,4)

0
(3,5) 0

max(4,4)

c c

c c

c c c c c

c

  

  

   

  

 

 

صورت و انتخا ، به گیری پس ماتریس همبستگی قبل از آستانه

 .خواهد بود 9رابطه 

 

               9خ

.

.

. . . .

.

.

beforeC

 
 
 
 
 
 
  

1 1 0 5 0 0

1 1 0 5 0 0

0 5 0 5 1 0 5 0 5

0 0 0 5 1 1

0 0 0 5 1 1

 

دام از به هر ک %50تواند با احتمال در این ماتریس نمونه سوم می

یس تری به این ماتراگر بتوان اطلاعات اضافه دو خوشه بچسبد.

 ی دردارای وزن بیشترپایدارتر  ای که خوشهاضافه کرد، به گونه

تر توان به عملکرد بههایش شود، میبین نمونهمدادیر همبستگی 

 بندی ترکیبی امیدوار بود.خوشه

 بيد از انتخا ، در زیر آورده شده است. Cمدادیر ماتریس 
2

(1,2) 1
max(2,2)

2
(1,3) (2,3) 0.5

max(4,4)

(1,3) (1,4) (1,5) (2,3) (2,4)

0
(2,5) 0

max(2,4)

2
(3,4) (3,5) 0.5

max(2,4)

4
(4,5) 1

max(4,4)

c

c c

c c c c c

c

c c

c

 

  

   

  

  

 

 

صورت و انتخا ، به گیری پس ماتریس همبستگی بيد از آستانه

 .خواهد بود 10رابطه 

1)()( 3
2

1
2  cStabilitycStability
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در هر  300-100الگو ) 400با  "هاحلقهمين"مجموعه داده : (11)شكل

 رده(

      

























115.000

115.000

5.05.0100

00011

00011

afterC خ10                 

   

حرف توان دریافت که چگونه با مشاهده این دو ماتریس می

د. ماتریس همبستگی شوتواند باع  بهبود های ناپایدار میخوشه

ار دارای مدد {1،2،3های }از آن جایی که خوشه مربوط به نمونه

تر شدن باشند، حرف آنها موجب روشنپایداری پایینی می

مراتبی اکنون یگ الگوریتم سلسله شود.ماتریس همبستگی می

 های موجود در ماتریس همبستگی خبيدتواند خوشهساده نیز می

 از انتخا   را استخراج کند.

ساخته شد، در  EEACپس از اینکه ماتریس همبستگی با روش 

ز های نهایی اله بيد از یگ تابع توافدی برای استخراج خوشهمرح

های شود. ميمولا از یکی از الگوریتماین ماتریس استفاده می

های نهایی از ماتریس مراتبی برای استخراج خوشهسلسله

شود. در این مداله از الگوریتم همبستگی استفاده می

 استفاده شده است. 61مراتبی اتصال منفردسلسله

 اشتراک به اجتماع  -2-3-4

این روش نیز مشابه روش انباشت مدارک توسيه یافته عمل 

های ایده اصلی پشت این روش شمارش تمام حالت کند.می

های نسبت به هم در خوشه  jو  iهای ممکنی است که نمونه

 اند. در واقع تفاوت اصلی این دو روش درانتخا  شده داشته

ورودی از ماتریس همبستگی در هر داده باشد. مخرج کسر می

تيریف  11  به صورت رابطه ItoUخ 62روش اشتراک به اجتماع

 شود.می

    
jiji

ji

ji

ji

nnn

n

nn

nn
jiC

,

,

),(

),(
),(







 خ11           

              

in  تيداد دفياتی است که نمونهi های انتخا  شده در خوشه

ه نیز، تيداد دفياتی است ک jnظاهر شده است. به طور مشابه 

های انتخا  شده ظاهر شده است. همچنین، در خوشه j نمونه

i,jn های تيداد دفياتی است که جفت نمونهi  وj با هم در یگ 

 اند.های انتخا  شده ظاهر شدهخوشه از خوشه

 و تفسير یجانت -5

در این بخاش نتاایج تهربای بارای ارزیاابی روش پیشانهادی باا        

مهموعاه   استفاده از چندین مهموعاه داده گازارش شاده اسات.    

باشد می UCI استاندارد هایاستفاده شده مهموعه داده هایداده

بنادی باا   خوشه در زمینه دنیا تمام مطاليات اخیرنتایج که تدریبا 

ج همچنین، نتاای شوند. گزارش میها استفاده از این مهموعه داده

هاای پیشانهادی   ها که نشان از کارایی نسبتا بالای روشآزمایش

باشاد، در ایان بخاش    های مختلف میمهموعه داده مواجهه بادر 

 ارایه شده است.

 هامجموعه داده -1-5

مهموعه داده استاندارد نرمال شاده   10روش پیشنهادی بر روی 

ها سايی شاده   مورد آزمایش قرار گرفته است. برای انهام آزمایش

ها و ها، تيداد ویژگیها از لحاظ تيداد کلاساست تا مهموعه داده

تاایج  ها از حداکثر تنوع برخوردار باشند تاا ن داد نمونههمچنین تي

 ها تا حاد ممکان دارای اساتحکام و قابال تيمایم باشاد.      آزمایش

ی استاندارد ماورد  هااطلاعات مختصری از مهموعه داده 1جدول 

 گرارد.در اختیار میاستفاده را 

هاا، ایان مهموعاه    حلدهبودن مهموعه داده نیمبه خاطر مصنوعی

ز توصیف شده است. برای اطلاعاات بیشاتر در ماورد هار     داده نی

تاوان  می  هاخغیر از نیم حلده 1ی جدول هاکدام از مهموعه داده

 [ رجوع کرد.57به ]

 باشدها که یگ مهموعه داده مصنوعی میحلدهمهموعه داده نیم

شاامل دو   -نشاان داده شاده اسات    11همانطور کاه در شاکل   -

ندطه، ناامتوازن   300ندطه و  100ها با باشد که خوشهخوشه می

باه تنهاایی قاادر باه تشاخیص دو       K-meansهستند. الگاوریتم  

هاا  فرض خوشهخوشه طبیيی نیست، به خاطر اینکه صورت پیش

 کند.را به شکل ابرکره تصور می
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 هاي گوناگونها در مقابل روش: نمودار ميانگين دقت بر روي تمام مجموعه داده(12) شكل

 
هاي گوناگونها در مقابل روش: نمودار ميانگين اطلاعات متقابل نرمال شده بر روي تمام مجموعه داده(13شكل )

  

یان  های نرمال شده از اها بر روی ویژگیتيدادی از نتایج آزمایش

سازی، هار  ها گزارش شده است. برای عملیات نرمالمهموعه داده

هاا باا میاانگین صافر و     هاای ایان مهموعاه داده   کدام از ویژگای 

ن مهموعاه  . بارای هماه ایا   اند، نرمال شدهN(0,1)واریانس یگ، 

 از قبال ميلاوم  هاا  ها و برچسب واقيی نموناه ها، تيداد خوشهداده

داده  درسات تشاخیص  ی کاه  هاای هستند. بنابراین، درصد نموناه 

 بندی ماورد اساتفاده  ، به عنوان ميیار کارایی روش خوشهاندشده

در واقااع بيااد از حاال مساائله تناااظر بااین   قاارار گرفتااه اساات.

توان نرخ خطا های واقيی، میهای به دست آمده و خوشهبرچسب

نیز گزارش خواهد  F-Measureو  NMIرا تيیین کرد. همچنین 

 شد.

 هامجموعه داده -2-5

در ایاان بخااش نتااایج بااه کااارگیری روش پیشاانهادی روی  در  

گازارش  و پارامترهاای ماورد اساتفاده    های مختلف مهموعه داده

 7.1MATLAB روش پیشااانهادی در محااایط  اسااات. شاااده

 هاا آزماایش نتاایج   مورد آزمایش قرار گرفتاه اسات.  سازی و پیاده

بار اجرای مستدل برناماه گازارش شاده اسات.      30روی میانگین 

و  NMIسه ميیار دقت، بندی با خوشههای مختلف عملکرد روش

F-Measure محاسبه شده است. 
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 هاي گوناگونها در مقابل روشروي تمام مجموعه داده: نمودار ميانگين معيار فيشر بر (14) شكل

 

باه   K-meansهاای ماورد اساتفاده از الگاوریتم     در تمامی روش

ولیاد  تعنوان الگوریتم پایه استفاده شده است. تيداد نتاایج اولیاه   

ع باشاد. در واقا  مای  120ها ثابت و برابر با شده نیز در تمام روش

 به دسات  K-meansاز الگوریتم  kاین تيداد با دستکاری پارامتر 

یه، با تایی از نتایج اول 30آمده است. به این صورت که چهار گروه 

هاای ماورد اساتفاده توساط ایان      در نظر گارفتن تياداد خوشاه   

حاصال شاده اسات.     k+3و  k ،k+1 ،k+2های با اندازهالگوریتم 

یشااتر در نتااایج اولیااه از  همچنااین، باارای ایهاااد پراکناادگی ب 

 اساتفاده شاده اسات.    %50باا نارخ   بدون جاگراری برداری نمونه

بار   63اتصاال منفارد   همچنین، برای ساختن افراز نهاایی از روش 

هاای  و روش Fuzzy K-meansروی ماتریس همبساتگی، روش  

 استفاده شده است. CSPAو  HGPA ،MCLAمبتنی بر گراف 
 

ي اساتاندارد  هاا داده مجموعاه  يهاا از مشخصه ياخلاصه: (1) جدول

 مورد استفاده

 تيداد نمونه تيداد ویژگی تيداد کلاس مهموعه داده

Wine 3 13 178 

breast-cancer 2 9 683 

Bupa 2 6 345 

Galaxy 7 4 323 

Glass 6 9 214 

Halfring 2 2 400 

Iris 3 4 150 

Ionosphere 2 34 351 

Saheart 2 9 462 

Yeast 10 8 1484 

 

هاي تكاملي براي انتخاب اعمال الگوریتم  -3-5

 هاخوشه

یتم های تکاملی به کار رفتاه در ایان مدالاه، یکای الگاور     الگوریتم

ژنتیگ و دیگری نورد شبیه سازی شده باوده اسات. پارامترهاای    

هاای  ، تيداد نسال 1000ی جميیت الگوریتم ژنتیگ شامل اندازه

يای  های واقبرابر تيداد خوشه 120برابر با و طول کروموزوم  500

عملگار   01/0باشد. همچنین از احتمال جهاش  می 180به علاوه 

تدطیع یکنواخت و عملگر انتخاا  مرتاب ساازی اساتفاده شاده      

 است. 

ست. اانهام پریرفته  =9/0Tسازی شده نیز با الگوریتم نورد شبیه

ساازی شاده   هپی الگوریتم نورد شبیدرمیزان خطای دو جوا  پی

  . ایان الگاوریتم هام از    =001/0εباشاد خ  001/0نباید کمتار از  

همان نمایش کروماوزوم الگاوریتم ژنتیاگ و تاابع برازنادگی آن      

 کند.استفاده می
-مقایسه دقت روش پيشنهادي با روش مجمع کامل و روش: (2) جدول

 هاي پيشين

 مهموعه داده
مهمااااع 

 کامل
GA SA عظیمی علیزاده 

Wine 96.74 96.63 96.63 96.63 96.63 

Breast-

Cancer 
97.03 95.29 95.17 95.73 95.91 

Bupa 55.01 55.10 55.07 54.33 54.75 

Galaxy 30.03 32.82 30.65 31.27 29.97 

Glass 56.81 57.86 45.79 57.76 55.05 

Halfring 76.38 74.50 74.50 74.48 67.70 

Iris 89.60 89.33 89.33 89.33 89.33 

Ionosphere 70.71 70.74 70.65 70.60 70.74 

Saheart 63.44 63.29 63.27 63.36 56.06 

Yeast 39.42 42.93 43.05 42.75 43.40 

ALL 67.517 67.831 66.411 67.642 65.954 
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هااا، دو ر عمال اعماال الگاوریتم تکااملی بارای انتخاا  خوشاه       د

غیار پایادار باه دسات     های های پایدار و خوشهی خوشهمهموعه

های را با اساتفاده  آید. نتایج مهمع کامل و مهميی که خوشهمی

-Fو  NMIکنااد باار حسااب  از الگااوریتم تکاااملی انتخااا  ماای 

Measure های گوناگون محاسابه و  و دقت بر روی مهموعه داده

مهموعاه داده   10برای سهولت در تحلیل، میانگین نتایج بر روی 

آورده شده است. چنان کاه مشااهده    14و  13، 12های در شکل

گردد نتایج نه تنها کاهش نداشته، بلکه در اغلب موارد بهباود  می

 .نیز یافته است

د شود، در اغلاب ماوار  ها مشاهده میچنان که در اشکال میانگین

ا گیریم که ناه تنها  بهبود کارایی حاصل شده است، لرا نتیهه می

های انتخا  شده باع  کاهش کارایی نشاده اسات   کاهش خوشه

 بلکه افزایش کارایی را نیز در اکثر موارد موجب شده است. 

 ی کاری است که قابلا همچنین از آن جهت که این کار در ادامه

ار ای بین این کا توسط علیزاده و مینایی انهام شده است، مدایسه

آقاای عظیمای   با کار آنها و همچنین کار پیشتر از آن که توساط  

 انهام شده است، صورت پریرفته است.

هاای  برای آن که تطبیدی باین نتاایج روش ایان مدالاه باا روش     

مرتبط پیشینی که در دانشگاه علم و صانيت انهاام شاده اسات     

 Singleهمگای باا تاابع     2وجاود داشاته باشاد، نتاایج جادول      

Linkage اند.کننده ارائه شدهبه عنوان تابع جمع 

ای ها آید، این روش ناه تنهاا از روش  ه از نتایج بر میطور کهمان

-کند، بلکه در مواردی بهتر نیز عمال مای  پیشین بدتر عمل نمی

 ی انتخاا  تواند در این باشد کاه مهموعاه  کند. علت این کار می

ست اشده توسط الگوریتم ژنتیگ اول از پایداری بالایی برخوردار 

-در خاود نشاان مای    های ساده را به درستیو در حدیدت خوشه

-هایی را انتخاا  مای  دهد. همچنین الگوریتم ژنتیگ دوم خوشه

کناد باه   کند که بیشترین تنوع را داشته باشند و این کماگ مای  

ز اصل تنوع نتایج و بالا رفتن دقت نتایج نهاایی کاه ایان پایش ا    

 رفات. در حدیدات ایان نتاایج دور از    انهام آزمایشات انتظاار مای  

 انتظار نبودند.

، بهتار از ساایر   2چه روش پیشنهادی از نظر دقت در جدول  اگر

توان ادعاایی دال بار ایان کاه     ها بوده است، لیکن هنوز نمیروش

توان داشت. باید دید که بهترین روش روش پیشنهادی است نمی

آیا این نتایج تصادفی نبوده باشد که با تغییار دوبااره پارامترهاا و    

ای دیگار رقام نخواهاد    باه گوناه  مدداردهی اولیه متفاوت، نتاایج  

تر و پی بردن به این نکتاه کاه آیاا ایان     خورد. برای بررسی دقیق

سانهی  هاای راساتی  برتری بامينی است، بایاد باه یکای از روش   

سنهی آمااری فریادمن   آماری پناه برد. در این جا از روش راستی

گازینیم کاه   کنیم. این روش را به این دلیال بار مای   استفاده می

مدایسه چندین روش به طور همزمان است. این روش هر مناسب 

ها را بار اسااس کاارایی آنهاا در یاگ مهموعاه داده       یگ از روش

-در نظر مای  1کند و رتبه روشی با بیشترین کارایی را مرتب می

هاا  تياداد روش  Mخ Mگیرد و رتبه روشی با کمترین کاارایی را  

هاای  ا رتباه گیرد. در مواردی کاه چناد روش با   است  در نظر می

شود. برای یکسان باشد، میانگین رتبه برای آنها در نظر گرفته می

دارای دومین و سومین روش کارا باشاند،   Bو  Aمثال اگر روش 

-باشد، ولی کارایی آنها برابر باشد، رتبه 3و  2های آنها یينی رتبه

خواهناد باود. در اداماه ایان      2,5و  2,5های آنها به ترتیب برابار  

 تفصیل امده است. روش به

هاا تفااوت باا    دارد کاه روش فرضیه صفر روش فریدمن بیان مای 

اوت ها تفمينی ندارند. برای رد این فرضیه نشان دادن اینکه روش

 با مينی دارند، باید به شکل زیر اقدام کنیم:

𝑟𝑖ابتدا فرض کنید 
𝑗     نشاان دهناده رتباه روش𝑖-  ام در مهموعاه

محاسابه   12ام از رابطاه  -𝑗رتباه روش  ام باشد. میانگین -𝑗داده 

 شود.  می

𝑅𝑗 =
1

𝑁
∑ ri

jN
i=1   12خ                                                      

کنیم. درجاه آزادی  ها را محاسبه میهای همه روشمیانگین رتبه

𝑘مسئله  −  5ها اسات. چاون   گر تيداد روشنشان 𝑘است که  1

باشد. حال باا رابطاه ذیال    می 4روش داریم، درجه آزادی مسئله 

𝜒مددار 
𝐹
 کنیم.محاسبه می 13را از رابطه  2

𝜒
𝐹
2 =

12𝑁

𝑘(𝑘+1)
(∑ 𝑅𝑗

2𝑘
𝑗=1 −

𝑘(𝑘+1)2

4
       13خ            (

𝜒، مددار 13با محاسبه رابطه 
𝐹
خواهد شد کاه ایان    16/10برابر  2

مددار از مددار مورد انتظار ما در جادول توزیاع چاای باا درجاه      

است بیشتر است. پاس فارض صافر رد     489/9که برابر  4آزادی 

هاا باا   هاای باین روش  رسیم که اخاتلاف شده و به این نتیهه می

های خالف  باشد. از آنها که رتبه متوسط هر یگ از روشمينی می

ی به میعظو خی   زادهیعل، خد  SA، خج  GA ، خ  کاملمهمع 

به شکل  GAاست، پس روش  3,8و  3,5، 3,4، 2,0، 2,3ترتیب 

 ها بهتر است.بامينایی از سایر روش

 بندي و کارهاي آیندهجمع -6

بندی ترکیبی در این مداله یگ روش برای بهبود کارایی خوشه

[ و عظیمی 2علیزاده ]همانند کار پیشین  پیشنهاد شد. این روش

باشند. ای از نتایج اولیه میکارگیری زیرمهموعه[ مبتنی بر به1]

ای از نتایج اولیه، نیاز به تيریف ميیار برای انتخا  زیرمهموعه
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باشد که در این تحدیق همچون کارهای پیشین از ارزیابی می

 ویرایش شده برای ارزیابی خوشه استفاده شده است.  NMIميیار 

نشان  مهموعه داده استاندارد 10ایج تهربی انهام شده بر روی نت

های های پیشنهادی در مدایسه با سایر روشاز کارایی بالای روش

دهند که همچنین، نتایج نشان میبندی ترکیبی دارد. خوشه

 دره از نتایج اولی مددار کمیهای پیشنهادی تنها رچه در روشاگ

 ها حتی از روشکارایی این روش شوند،ترکیب نهایی استفاده می

های تر روشهم بالاتر است. به طور دقیق 64ترکیب کامل

   در ترکیب با روش اشتراکENMIاطلاعات نرمال اصلاح شده خ

به اجتماع برای ساخت ماتریس همبستگی، بیشترین بهبود در 

مهموعه  10کند. این بهبود روی کلیه نتایج را ایهاد می

های ترکیب کامل، روش علیزاده و به روششده نسبت آزمایش

 باشد.روش عظیمی قابل مشاهده می

اخت، به آن پرد قیتحد نیاادامه در  توانیمیی که کارهاجمله از 

 یگ یابیارز ی مناسب برایارهایمي هیارا یبرا ی بیشترجستهو

 ای رایمي گیاگر بتوان باشد. ها مییا یگ افراز از دادهخوشه و 

 وخوشه  یبرازندگ یابیارز یبرا قیدق یارهایمي مهموعه از گی

ها و دادگان عمل کند، که مستدل از نوع خوشه افتافراز ی

 نیزهوشمند  یجستهو یهاتوان با استفاده از آنها، از روشیم

توان از راهکارهای تولید تنوع شبیه همچنین میبهره گرفت. 

راهکارهایی ی تولید استفاده کرد. برای مرحله 66و کیسه 65تدویت

ه کبندها برای تولید تنوع وجود دارد های ترکیب ردهدر روش

-ن ردهتریبند متنوعتوان با توجه به آنها از بین چندین ردهمی

ی بندها در خوشهتوان از این روشبندها را انتخا  کرد. می

 ترکیبی نیز استفاده کرد.
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