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. در استهای استخراج ویژگی بندی تصاویر ابرطیفی، کاهش ویژگی با استفاده از روشیكی از مراحل مهم قبل از طبقه  :چكیده

. استهای آموزشی محدود نمونهتعداد که دارای کارایی خوبی با استفاده از  ستخراج نظارت شده پیشنهاد شدهمقاله یک روش ااین 

، از مفاهیم  خط ویژگی برای تولید نامیده شده (WFLE)دار روش استخراج ویژگی پیشنهادی که جاسازی خط ویژگی وزن

های پراکندگی درون به ماتریسهای آموزشی مجازی تولید شده برای محاسنمونهکند. های آموزشی مجازی استفاده مینمونه

است. آن دسته از های آموزشی دهی بر مبنای ماهیت نمونهشوند. نحوه وزندار استفاده میی به شكل وزنادستهی و بین ادسته

آموزشی نامطلوب محسوب شده و بنابراین در طی های شوند، نمونهبندی داده میهای آموزشی که سبب ایجاد خطا در طبقهنمونه

اصلاح کمتری  های آموزشی مطلوب، شود. در مقابل، بر روی نمونهها انجام مینفرآیند استخراج ویژگی اصلاح بیشتری بر روی آ

، LDA ،GDA ،NWFE های استخراج ویژگی مهم و پرکاربرد از قبیلبا تعدادی از روش  WFLEروش پیشنهادی  پذیرد.صورت می

LPP، NPE  وNFLE ایم. مجموعه داده ابرطیفی واقعی استفاده کرده سههای خود از مقایسه شده است. ما برای انجام آزمایش

  دهند.های آموزشی محدود نشان میها در تعداد نمونهپیشنهادی را نسبت به سایر روشها، برتری روشنتایج آزمایش
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  مقدمه -1

های اخیر پردازش تصاوير از مسائل پر کابرد مطرح شده در سال

تصاوير ابرطیفی با فراهم نمودن ای اخیر، هدر سال[. 1باشد ]می

را  عناصر مختلف بین  لاعات طیفی، امکان تفکیکحجم زياد اط

های آموزشی را اند. اگر تعداد نمونهبا جزئیات دقیق فراهم آورده

بندی ابتدا طبقه صحتثابت در نظر بگیريم، با افزايش ابعاد داده، 

ه پديده هیوز معروف يابد. اين مسئله بافزايش و سپس کاهش می

بندی تصاوير های اساسی در تحلیل و طبقهبوده و يکی از چالش

ها( علاوه [. کاهش تعداد باندهای طیفی )ويژگی2]است  ابرطیفی

ی هیوز باعث کاهش پیچیدگی محاسباتی نیز بر تخفیف پديده

های کاهش ويژگی در دو گروه خواهد شد. به طور کلی، روش

خاب ويژگی و استخراج ويژگی. هدف فرآيند جای می گیرند: انت

ها بر طبق انتخاب ويژگی، انتخاب موثرترين زيرمجموعه از ويژگی

[. موضوع مورد 3-4]بع معیار و يک الگوريتم جستجو است يک تا

استخراج ويژگی  .اين مقاله، استخراج ويژگی استبررسی ما در 

رت نظارت شده های آموزشی و به صوتواند با استفاده از نمونهمی

های و يا  به صورت بدون نظارت )بدون استفاده از نمونه [5]

-8های بدون نظارت در ]وزشی( انجام گیرد. تعدادی از روشآم

های با نظارت( به اول اشاره شده )روش گروهاند. پیشنهاد شده [6

، مناسب برای 1هادستهپذيری دلیل در نظر گرفتن جدايی

های بدون نظارت( دوم )روش گروهاما اند. بندیکاربردهای طبقه

ها را در نظر نگرفته و بر اساس دستهبین  پذيریفکیکت

معیارهای ديگری از جمله حداقل کردن مربع خطای بازسازی 

بندی کنند و در نتیجه برای کاربردهای طبقهسیگنال عمل می

های ممکن است مفید واقع نشوند. مرور نسبتا کاملی از روش

 [ بیان شده است. 9لف انتخاب و استخراج ويژگی در ]مخت

روش استخراج ويژگی پیشنهاد شده در اين مقاله، نظارت     

های آموزشی د نمونهشده بوده و دارای کارايی خوبی در تعدا

دار . ما اين روش را جاسازی خط ويژگی وزنمحدود است

)2WFLE( نامیم. روش پیشنهادی میWFLE  با استفاده از

ی آموزشی مجازی ، تولید نمونه)3FL(مفاهیم خط ويژگی 

های دار برای تولید ماتريسها به شکل وزنکند و از اين نمونهمی

ايده اساسی برد. ی بهره میادستهی و بین ادستهپراکندگی درون 

های آموزشی دهی به اين نمونهی وزنروش پیشنهادی در نحوه

گیرد به ی آموزشی مجازی تعلق میاست. وزنی که به هر نمونه

ی آن بستگی  دارد. اگر های آموزشی تشکیل دهندهماهیت نمونه

های آموزشی دارای وضعیت غیرعادی و نامطلوبی باشند، در نمونه

ها طی فرآيند استخراج ويژگی، بايد اصلاح بیشتری بر روی آن

های آموزشی دارای وضعیت نجام گیرد و برعکس، اگر نمونها

ها انجام خواهد عادی و مطلوبی باشند، اصلاح کمتری بر روی آن

 گرفت. 

 گروه سه، را با WFLEما روش استخراج ويژگی پیشنهادی،     

اول،  گروهايم.  های استخراج ويژگی مقايسه کردهاز روش

پذيری که بر مبنای جدايیای هستند های استخراج ويژگیروش

های پراکندگی ها با تولید ماتريسکنند. اين روشها کار میدسته

ی سعی در کمینه کردن ادستهی و بین ادستهدرون 

های بین ی و بیشینه کردن پراکندگیادستههای درون پراکندگی

تحلیل تمییز  توان بهها میی اين روشدارد. از جملهای دسته

 )5GDA( [، تحلیل تمییز تعمیم يافته10] )4LDA( خطی

 6NWFE( [12]( دار غیرپارامتريکاستخراج ويژگی وزن و [11]

حفظ  به منظورهای استخراج ويژگی، دوم روش گروه. اشاره نمود

ها . از جمله اين روششونداستفاده میساختار محلی داده 

و تصوير  7NPE( [13](جاسازی حفظ هماسیگی  توان بهمی

توانند به دو اشاره نمود که می 8LPP( [14]( محلیتحفظ 

در  سازی شوند که البتهصورت نظارت شده و بدون نظارت، پیاده

ها برای ما مد نظر است. و اما ی آنفرم نظارت شده اين مقاله،

جا بررسی استخراج ويژگی که در اين یهاسوم روش گروه

زشی مجازی های آمواز نمونههايی هستند که شود، روشمی

 9NFLE [15]توان به ها میاز جمله اين روشکنند. استفاده می

برای  شدههای آموزشی مجازی تولید نمونهاز اشاره نمود که 

ی ادستهی و بین ادستههای پراکندگی درون تخمین ماتريس

 کند. استفاده می

های مه اين مقاله، ابتدا توضیحاتی در مورد روشادر اد    

 هاويژگی پرکاربردی که روش پیشنهادی خود را با آناستخراج 

شود. سپس روش پیشنهادی ايم، بیان میمورد مقايسه قرار داده

ها در ادامه بیان ها و تحلیل آنمعرفی خواهد شد. نتايج آزمايش

 اند.شده اند و در نهايت، نتايج به دست آمده بیان گرديده

 های استخراج ویژگی نظارت شدهروش -2

های از روش سه گروهوش پیشنهادی خود در اين مقاله را با ما ر

هايی اول، شامل روش گروهايم. استخراج ويژگی مقايسه کرده

ها برای دار نمونهها و يا میانگین وزندستهاست که از میانگین 

ی ادستهی و بین ادستههای پراکندگی درون تولید ماتريس

ها بر مبنای کار آنکنند و در حقیقت اساس استفاده می

هايی هستند که دوم، روش گروه. استها دستهپذيری جدايی

ها حفظ ساختار محلی داده در فضای کاهش هدف اصلی آن

 [
 D

O
R

: 2
0.

10
01

.1
.2

67
65

81
0.

13
95

.1
3.

2.
9.

5 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

ae
ee

.c
om

 o
n 

20
26

-0
2-

02
 ]

 

                             3 / 20

https://dor.isc.ac/dor/20.1001.1.26765810.1395.13.2.9.5
http://jiaeee.com/article-1-69-en.html


Jo
u
rn

al
 o

f 
Ir

an
ia

n
 A

ss
o
ci

at
io

n
 o

f 
E

le
ct

ri
ca

l 
an

d
 E

le
ct

ro
n
ic

s 
E

n
g
in

ee
rs

 V
o
l1

3
 N

o
.2

 S
u
m

m
er

 2
0
1
6

 

 1395تابستان    -شماره دوم -سيزدهم سال  -مجله انجمن مهندسين برق و الکترونيک ايران  

 

 

های هايی هستند که از نمونهسوم، روش گروهيافته است. 

 گیرند. بهره می FLآموزشی مجازی تولیده شده با مفهوم 

 LDA, GDA, NWFEاول:  گروه -2-1
ها برای دستهپذيری اول، از معیار جدايی گروههر سه روش     

نسبت ماتريس ها، کنند. اين روشاستخراج ويژگی استفاده می

 -را به ماتريس پراکندگی درون (𝑺𝑏)ی ادسته -پراکندگی بین

های استخراج شده در . ويژگیکنند. بیشینه می  (𝑺𝑤)یادسته

𝑡𝑟(𝐒wبا حداکثر کردن معیار  هااين روش
−1𝐒b)  به دست

 آيند.می

به ترتیب  𝑛و  𝑑فرض که : [10[ (LDA)تحلیل تمییز خطی     

باشند، داده بعد بالا و  ی اولیه و بعد فضای تبديل يافتهبعد داده

𝑖=1{ 𝒙𝑖}داده بعد پايین به ترتیب با 
𝑁  و{𝒛𝑖 }𝑖=1

𝑁 نمايش داده   

𝒙𝑖های داده باشد. نگاشت داده از تعداد کل نمونه 𝑁شوند و  ∈

ℝ𝑑  به𝒛𝑖 ∈ ℝ𝑛  با يک تبديل خطی 𝒛𝑖 = 𝑾𝑇𝒙𝑖  انجام

ی که  بردار تشکیل دهنده 𝐰شود. برای به دست آوردن می

𝐖𝑑×𝑛ماتريس تبديل  = (𝐰1, 𝐰2, … , 𝐰n) يد است، با

 :[10سازی زير حل شود ]ی بهینهمسئله

𝐰 = arg max
𝐰

𝐰𝑇𝐒𝑏𝐰

𝐰𝑇𝐒𝑤𝐰
(1                 )                          

            
ی و بین ادسته -های پراکندگی درون، ماتريسLDAدر 

 شوند: ی به شکل زير تعريف میادسته

𝐒𝑏 = ∑ 𝑛𝑘(𝐦𝑘 − 𝐦)(𝐦𝑘 − 𝐦)𝑇𝑐
𝑘=1 (2         )          

                        

𝐒𝑤 = ∑ (∑ (𝐱𝑖,𝑘 − 𝐦𝑘)(𝐱𝑖,𝑘 − 𝐦𝑘)
𝑇𝑛𝑘

𝑖=1 )𝑐
𝑘=1 (3      )

               

و  𝑛𝑘  ،𝒎𝑘 ،𝒎. است 𝑐ها برابر دستهی فوق، تعداد در رابطه

𝒙𝑖,𝑘  دستههای آموزشی به ترتیب تعداد نمونه 𝑘 ام، میانگین

م در 𝑖ی های آموزشی و نمونهام ، میانگین کل نمونه𝑘 دسته

𝑐حداکثر قادر به استخراج  LDA ام هستند. روش𝑘 دسته − 1 

ی، با وجود ادسته -. ماتريس پراکندگی دروناستويژگی 

 LDAشده و در اين حالت،  های آموزشی محدود، منفردنمونه

 کارايی ضعیفی خواهد داشت.

: از طريق نگاشت داده [11] (GDA)تحلیل تمییز تعمیم يافته 

𝒙)از فضای ورودی  ∈ ℝ𝑑)  به فضای ويژگی با بعد بالاتر
(Ф(𝒙) ∈ ℍ) روش خطی ،LDA غیرخطی  به روشGDA 

شود. برای به دست آوردن ماتريس تبديل برای بسط داده می

𝑛 (nاستخراج  < 𝑑) ی زير را بیشینه ويژگی، بايد تابع هزينه

 نمود: 

J(𝐰) =
𝐰𝑇𝐒𝑏

Ф𝐰

𝐰𝑇𝐒𝑤
Ф𝐰

(4      )                                               

         

𝐒bکه 
Ф  و𝐒w

Ф ی و ادسته -به ترتیب ماتريس پراکندگی بین

ی در فضای ويژگی نگاشت يافته هستند. روش ادسته -درون

GDA  هم مانندLDA  تنها قادر به استخراج𝑐 −  بودهويژگی  1

 . استولی دارای کارايی بهتری نسبت به آن 

: [12] (NWFE)دار غیرپارامتريک وزناستخراج ويژگی     

دار و ، استفاده از میانگین وزنNWFEی اساسی روش ايده

ی ادسته -ی و بینادسته -های پراکندگی درونتعريف ماتريس

𝑐غیرپارامتريک جديد برای استخراج بیش از  − ويژگی است.  1

 اند: به شکل زير تعريف شده NWFEهای پراکندگی در ماتريس

 𝐒𝑏 = ∑ 𝑝𝑖 ∑ ∑
𝜆𝑙

(𝑖,𝑗)

𝑛𝑖
(𝑥𝑙

(𝑖)
−

𝑛𝑖
𝑙=1

𝑐
𝑗=1
𝑗≠𝑖

𝑐
𝑖=1

𝑀𝑗 (𝑥𝑙
(𝑖)

)) (𝑥𝑙
(𝑖)

− 𝑀𝑗 (𝑥𝑙
(𝑖)

))
𝑇

(5                            )

                                       

𝐒𝑤 = ∑ 𝑝𝑖 ∑
𝜆𝑙

(𝑖,𝑖)

𝑛𝑖
(𝑥𝑙

(𝑖)
− 𝑀𝑖 (𝑥𝑙

(𝑖)
)) (𝑥𝑙

(𝑖)
−

𝑛𝑖
𝑙=1

𝑐
𝑖=1

𝑀𝑖 (𝑥𝑙
(𝑖)

))
𝑇

(6 )                                                        

          

𝑥𝑙در روابط فوق،
(𝑖) نمونه 𝑙یام از دسته 𝑖چنین، ام است. هم

𝜆𝑙
(𝑖,𝑗)  وزن ماتريس پراکندگی  و𝑀𝑗 (𝑥𝑙

(𝑖)
دار میانگین وزن (

𝑥𝑙
(𝑖)  دستهدر 𝑗  گردند: به صورت زير تعريف میاست که 

 𝜆𝑙
(𝑖,𝑗)

=
𝑑𝑖𝑠𝑡(𝑥𝑙

(𝑖)
,𝑀𝑗(𝑥𝑙

(𝑖)
))

−1

∑ 𝑑𝑖𝑠𝑡(𝑥𝑡
(𝑖)

,𝑀𝑗(𝑥𝑡
(𝑖)

))
−1𝑛𝑖

𝑡=1

 (7         )                  

                          

𝑀𝑗 (𝑥𝑙
(𝑖)

) = ∑ 𝑤𝑙𝑘
(𝑖,𝑗)

𝑥𝑘
(𝑗)

, 𝑤𝑙𝑘
(𝑖,𝑗)

=
𝑛𝑖
𝑘=1

𝑑𝑖𝑠𝑡(𝑥𝑙
(𝑖)

,𝑥𝑘
(𝑗)

)
−1

∑ 𝑑𝑖𝑠𝑡(𝑥𝑙
(𝑖)

,𝑥𝑡
(𝑗)

)
−1𝑛𝑗

𝑡=1

   (8  )                                          

                                       

,𝑑𝑖𝑠𝑡(𝑎که  𝑏)  فاصله اقلیدسی بین𝑎  و𝑏  .روش است

NWFE های دار و تولید ماتريسی میانگین وزنبا محاسبه

های قبلی پراکندگی غیرپارامتريک، باعث بهبود نسبت به روش

 شود.می
  

 NPE, LPPدوم:  گروه -2-2
NPE  وLPP هایدو روش معروف و موثر از مجموعه روش 

هستند که برای حفظ ساختار محلی داده  10يادگیری خمینه

توانند به شکل شوند. هر کدام از اين دو روش میاستفاده می

 [
 D

O
R

: 2
0.

10
01

.1
.2

67
65

81
0.

13
95

.1
3.

2.
9.

5 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

ae
ee

.c
om

 o
n 

20
26

-0
2-

02
 ]

 

                             4 / 20

https://dor.isc.ac/dor/20.1001.1.26765810.1395.13.2.9.5
http://jiaeee.com/article-1-69-en.html


 1395تابستان    -شماره دوم -سيزدهم سال  -مجله انجمن مهندسين برق و الکترونيک ايران 

Jo
u
rn

al o
f Iran

ian
 A

sso
ciatio

n
 o

f E
lectrical an

d
 E

lectro
n
ics E

n
g
in

eers V
o
l1

3
 N

o
.2

 S
u
m

m
er 2

0
1
6

 

 

 LPP روش سازی شوند.بدون نظارت و يا نظارت شده پیاده

حفظ  11ساختار محلی داده را با استفاده از يک گراف مجاورت

در کند. خطای بازسازی را حداقل می NPEکه کند، در حالیمی

 دسته های هم، تنها نمونهLPPو  NPEهای نظارت شده فرم

شوند. به عبارت ديگر، تنها برای ساخت گراف در نظر گرفته می

ی بین محاسبه و فاصله دسته های همشباهت بین نمونه

و   𝒙𝑖شود. وقتی دو نمونه ، ارزيابی نمیدسته های غیر همنمونه

𝒙𝑗  12تعلق داشته باشند، مقادير در ماتريس شباهت دستهبه يک 

𝑒𝑥𝑝وسی ابرابر يک يا يک تابع گ (
−‖𝒙𝑖−𝒙𝑗‖

2

𝑡
در نظر گرفته  (

شود و در غیر اين صورت، مقداری برابر صفر به آن نسبت می

یق، بررسی جايی که هدف ما در اين تحقشود. از آنداده می

 LPPو  NPE، استهای استخراج ويژگی نظارت شده روش

ی آموزشی محدود مورد مقايسه نظارت شده را بررسی و در نمونه

 قرار خواهیم داد. 

که داده در فضای : با فرض اين[14] نظارت شده LPP روش    

𝒚𝑖بعدی( و  𝑑)يک بردار  𝒙𝑖ورودی را  =  𝑨𝒙𝑖  را تبديل

در نظر بگیريم، ماتريس تبديل  در فضای کاهش يافته 𝒙𝑖ی يافته

𝐀  در روشLPP  آيد:سازی زير به دست میحل مسئله بهینهاز 
 

min (Φ = ∑ ∑ ‖𝒚𝑖 − 𝒚𝑗‖
2
𝑤𝑖𝑗

𝑛
𝑗=1

𝑛
𝑖=1 ) (9                   )

              

 که

 

 

 

 

 

 

 

 

 
 FLبر  𝒙𝑞  : نمایش تصویر نقطه مفروض1شكل 

 

 
 NFLیابی در یابی و برونهای مختلف درون: حالت2شكل 

 

𝑤𝑖𝑗 = {
1                 𝒙𝑖, 𝒙𝑗 𝑏𝑒𝑙𝑜𝑛𝑔 𝑡𝑜 𝑎 𝑐𝑙𝑎𝑠𝑠

0   𝒙𝑖 , 𝒙𝑗 𝑑𝑜 𝑛𝑜𝑡 𝑏𝑒𝑙𝑜𝑛𝑔 𝑡𝑜 𝑎 𝑐𝑙𝑎𝑠𝑠
 

 

𝑛ی فوق، در رابطه = ∑ 𝑛𝑡𝑐
𝑛𝑐
𝑐=1 های آموزشی، تعداد کل نمونه

𝑛𝑐  ها و دستهتعداد𝑛𝑡𝑐 دستههای آموزشی تعداد نمونه 𝑐 ام

ی با بعد ی با بعد بالا در فضای اولیه و داده.  اگر برای دادهاست

 𝐘و  𝐗های ماتريسی کاهش يافته در فضای ثانويه، به ترتیب فرم

 را به شکل زير در نظر بگیريم: 

𝐗 = [𝒙1, 𝒙2, … , 𝒙𝑛]𝑑×𝑛 (10                                      )
           
𝐘 = [𝒚1, 𝒚2, … , 𝒚𝑛]𝑑×𝑛 (11                                      )

           

 را به شکل ماتريسی بازنويسی نمود:  Φتوان تابع می

 
Φ = tr(𝐘𝐆𝐘𝑇) 

min
𝐀

[Φ = tr(𝐀𝐗𝐆𝐗𝑇𝐀𝑇)] (12                                  )

      

 

𝐘که در روابط فوق،  = 𝐀𝐗  و𝐆 = 𝐃 − 𝐖 است .𝐖  ماتريس

𝑤𝑖𝑗(𝑖شباهت است که عناصر آن را  = 1: 𝑛 , 𝑗 = 1: 𝑛) 

های يک ماتريس قطری است که المان 𝐃دهند و تشکیل می

باشند.  برای می  𝐖روی قطر آن، مجموع سطری ماتريس 

𝑚)  ويژگی اولیه 𝑑ويژگی از   𝑚استخراج  < 𝑑) تنها کافی ،

 ترين مقادير ويژهتا کوچک 𝑚بردار ويژه متناظر با  𝑚است که 

بريزيم. در آن صورت، هر  𝐀 را داخل ماتريس 𝐗𝐆𝐗Tماتريس 

بعدی به شکل  𝑚نمونه در فضای کاهش يافته، يک بردار 

𝒚𝑚×1 =  𝐀𝑚×𝑑𝒙𝑑×1  .خواهد بود 

: در اين روش، هر نمونه از [13] نظارت شده NPE روش    

اش دسته های همترين همسايهتا از نزديک 𝑛ترکیب خطی 

در فضای اولیه با بعد بالا، می  ( 𝒙𝑖)شود.  هر نمونه ساخته می

اش ساخته شود. البته، دسته های همتواند از ترکیب خطی نمونه

تر باشد، وزن بیشتری اش به آن نزديکدستهی هم هر چه نمونه

گیرد. خطای به آن تعلق می  𝒙𝑖)مشارکت بیشتری( در ساخت 

هايش، بايد حداقل شود. به عبارت ديگر از همسايه  𝒙𝑖بازسازی 

 خواهیم داشت: 

 

min ∑ ‖𝒙𝑖 − ∑ 𝑏𝑖𝑗𝒙𝑗
𝑛
𝑗=1 ‖

2𝑛
𝑖=1 (13                              )

            

 که                                    
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𝑏𝑖𝑗

= {

𝑑−1(𝒙𝑖, 𝒙𝑗)

∑ 𝑑−1(𝒙𝑖, 𝒙𝑘)𝑛𝑡𝑐
𝑘=1

   𝒙𝑖, 𝒙𝑗 𝑏𝑒𝑙𝑜𝑛𝑔 𝑡𝑜 𝑐𝑙𝑎𝑠𝑠 𝑐 𝑎𝑛𝑑 𝑖 ≠ 𝑗

0                             𝒙𝑖, 𝒙𝑗 𝑑𝑜 𝑛𝑜𝑡 𝑏𝑒𝑙𝑜𝑛𝑔 𝑡𝑜 𝑎 𝑐𝑙𝑎𝑠𝑠

 

 

𝑑(𝒙𝑖ی فوق، در رابطه     , 𝒙𝑗) = (𝒙𝑖 − 𝒙𝑗)
𝑇

(𝒙𝑖 − 𝒙𝑗) 

∑اند تا شرط نرمالیزه شده 𝑏𝑖𝑗های . وزناست 𝑏𝑖𝑗 = 1𝑛
𝑗=1 

طور که در فضای اولیه، هر نمونه از ترکیب فراهم شود. همان

شود )به صورتی که اش ساخته میدستههای هم خطی نمونه

تر، نقش بیشتری در اين ترکیب ی نزديکهای همسايهنمونه

 تواند ازند(، در فضای کاهش يافته هم، هر نمونه میداشته باش

اش با همان ضرايب وزنی، بازسازی شود. به دسته های همنمونه

اين ترتیب، ساختار محلی داده در فضای کاهش يافته، حفظ 

 خواهد شد. در اين صورت خواهیم داشت: 

 

𝜓 = ∑ ‖𝒚𝑖 − ∑ 𝑏𝑖𝑗𝒚𝑗
𝑛
𝑗=1 ‖

2𝑛
𝑖=1 (14                            )

               

 که به شکل ماتريس زير باز نويس خواهد شد:      
                               

𝜓 = ‖𝐘(𝐈 − 𝐁)‖𝐹
2 (15                                             )

                        
‖∙‖𝐹

سازی عبارت فوق خواهیم . با سادهاستنرم فروبنیوس  2

 داشت: 

𝜓 = 𝑡𝑟[𝐘(𝐈 − 𝐁)(𝐈 − 𝐁)T𝐘T] (16                            )
                      

𝐘  با در نظر گرفتن = 𝐀𝐗  و𝐌 = (𝐈 − 𝐁)(𝐈 − 𝐁)T  :داريم 

 

min
𝐀

[𝜓 = tr(𝐀𝐗𝐌𝐗𝑇𝐀𝑇)] (17                                 )

                      
𝑚)ويژگی اولیه  𝑑ويژگی از  𝑚برای استخراج  < 𝑑) ماتريس ،

ترين مقادير تا از کوچک 𝑚بردار ويژه متناظر با  𝑚از  𝐀تبديل 

 شود.ساخته می 𝐗𝐌𝐗Tماتريس  ويژه

که الیکند، در حخطای بازسازی را حداقل می NPEروش      

LPP کند. لازم به ذکر ی بین نقاط همسايه را حداقل میفاصله

ها، حفظ که هدف اصلی آن LPPو  NPEهای است که روش

، برای کاهش ويژگی و بازسازی داده استساختار محلی داده 

بندی، به کنند و ممکن است برای کاربردهای طبقهخوب کار می

 اندازه کافی مطلوب نباشند. 

 

 NFLEسوم:  گروه -2-3

در اين قسمت، ابتدا به توصیف مفاهیم خط ويژگی و استفاده     

کنیم که چگونه پردازيم. سپس بیان میبندی میاز آن در طبقه

 توان برای استخراج ويژگی  بهره برد. از اين مفاهیم، می

: روشی است برای )13NFL(ترين خط ويژگی نزديک     

ترين بند نزديکی طبقهبندی که در حقیقت بهبود يافتهطبقه

بند مناسب و اولین بار به عنوان يک طبقه است (NN)همسايگی 

ارائه شد  1999موزشی محدود در سال ی آبرای مسائل نمونه

دو  𝒙2 و 𝒙1  مفروض ويک نمونه   𝒙𝑞 اجازه دهید[. 16]

𝒙1𝒙2̅̅  باشند. خط واصل دسته ی آموزشی همنمونه ̅̅ ، خط ويژگی ̅̅

(FL) شود. از نمونه نامیده می𝒙𝑞  برFL  تشکیل شده از نقاط

𝒙1  و𝒙2 کنیم و پای عمود را خط عمودی رسم می𝒙𝑝 نامیم. می

𝒙𝑞‖در اين حالت،  − 𝒙𝑝‖ نامیده  14ی خط ويژگیفاصله

 𝒙2و  𝒙𝑞 ،𝒙1با استفاده از بردارهای  𝒙𝑝شود. مقدار بردار می

 قابل محاسبه است:

 

𝒙𝑝 = 𝒙1 + 𝑡(𝒙2 − 𝒙1) (18                                       )
                       

𝑡 ی تعامد شود، با توجه به رابطهنامیده می 15که پارامتر موقعیت

𝒙1𝒙2⏊𝒙𝑝𝒙𝑞  :قابل محاسبه خواهد بود 
𝒙1𝒙2⏊𝒙𝑝𝒙𝑞 →  (𝒙𝑝 − 𝒙𝑞). (𝒙2 − 𝒙1) = 0  

→ 𝑡 =
(𝒙𝑞−𝒙1)

𝑇
(𝒙2−𝒙1)

(𝒙2−𝒙1)𝑇(𝒙2−𝒙1)
(19                                        )

                        
و   𝒙1دهد. خط واصل بین ها را نشان میموقعیت نمونه 1شکل 

𝒙2 ،(𝒙1𝒙2̅̅ ̅̅ ̅̅ را فراهم  𝒙2و  𝒙1، نه تنها تغییرات احتمالی (

کند. با توجه های آموزشی مجازی را تولید میکند، بلکه نمونهمی

پذيرد. به يابی انجام میيابی يا برون، درون𝑡به مقدار پارامتر 

 عبارت ديگر خواهیم داشت:
 

𝒙𝑝 = 𝒙1 + 𝑡(𝒙2 − 𝒙1) 

𝑡 = 1 →  𝒙𝑝 = 𝒙2 

𝑡 = 0 →  𝒙𝑝 = 𝒙1 

0 < 𝑡 < 1 →  𝒙𝑝 = linear interpolation (𝒙1, 𝒙2) 

𝑡 < 0  or  𝑡 > 1 →  𝒙𝑝

= linear extrapolation (𝒙1, 𝒙2) 

 

0مطابق روابط فوق، زمانی که  < 𝑡 < 1  ،𝒙𝑝 يابی يک درون

𝑡که  و زمانی  𝒙2و  𝒙1خطی بین  < 𝑡يا     0 > 1  ،𝒙𝑝  يک

به  2. اين موضوع در شکل است 𝒙2و  𝒙1يابی خطی بین برون

 خوبی نشان داده شده است. 

، FLبه جای عبور يک خط از بین دو نقطه برای تولید     

تر تغییرات بین نقاط، يک منحنی با توان برای شرح دقیقمی
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ی بالاتر از میان نقاط عبور داد که البته پیچیدگی در اين درجه

 حالت بیشتر خواهد شد. 

بند استفاده به عنوان طبقه NFLدر بسیاری از مقالات از      

های اخیر [، اما مقالات محدودی هم در سال16-17اند ]کرده

در فاز استخراج ويژگی استفاده  NFLاند که از مفاهیم ارائه شده

 اند. کرده

: در جديدترين [15] (NFLE)ترين خط ويژگی جاسازی نزديک

 ارائه شده است، ابتدا در 2014روش پیشنهادی که در سال 

ی آموزشی کوچک باشد، با صورتی که اندازه مجموعه نمونه

يک کاهش بعد اولیه بر روی داده  16PCAاستفاده از تبديل 

ها FLهای آموزشی بر روی شود.  سپس از تصوير نمونهانجام می

 گردد. استفاده می 𝑺𝑤و  𝑺𝑏های پراکندگی برای تولید ماتريس

ی که فاصلهجای اين نامیده شده، به NFLEدر اين روش که 

های کلی و محلی محاسبه ها يا میانگیندستهها تا میانگین نمونه

های تولید شده FLی آن نمونه تا تصوير آن، بر روی شود، فاصله

گردد. اگر در های آموزشی، محاسبه میتوسط مجموعه نمونه

ی هر نمونه ی آموزشی موجود باشد، فاصلهنمونه 𝑛𝑡𝑐ام، 𝑐 دسته

𝑛𝑡𝑐−1)تا  𝑐 دستهاز 
2 ) =

(𝑛𝑡𝑐−1)×(𝑛𝑡𝑐−2)

2
 تصوير آن از جفت 

FLشود.  به اين ترتیب، ماتريس های ساخته شده، محاسبه می

 : [15] به شکل زير قابل محاسبه خواهند بود 𝐒wو  𝐒bهای 

 

𝑺𝑤 = ∑ ∑ (𝒙𝑖 − 𝒙𝑖𝑗)(𝒙𝑖 − 𝒙𝑖𝑗)
𝑇

𝑗∈𝑃𝑖

𝑛
𝑖=1 (20             )

                      
𝑺𝑏 = ∑ ∑ (𝒙𝑖 − 𝒙𝑖𝑘)(𝒙𝑖 − 𝒙𝑖𝑘)𝑇

𝑘∈𝑅𝑖

𝑛
𝑖=1 (21             )

             
بر روی  𝒙𝑖تصوير  𝒙𝑖𝑗. استهای آموزشی تعداد کل نمونه 𝑛که 

FLبا  دسته های همهای است که از نمونه𝒙𝑖 اند و شکل گرفته

𝒙𝑖𝑘   تصوير𝒙𝑖  بر رویFLهايی که دارای هايی است که از نمونه

𝐿𝒙𝑖اند. اگر باشند، شکل گرفتهمی  𝒙𝑖برچسب متفاوت با 
 

به شکل  𝑅𝑖و  𝑃𝑖های را نشان دهد، مجموعه 𝒙𝑖ی برچسب نمونه

 زير تعريف می شوند: 

 

𝑃𝑖 = {𝑗  |   𝐿𝒙𝑖
= 𝐿𝒙𝑖𝑗

} (22                                       )
            
𝑅𝑖 = {𝑘  |   𝐿𝒙𝑖

≠ 𝐿𝒙𝑖𝑘
} (23                                      )

                       
بر  𝒙𝑖های نقاط تصوير مجموعه انديس 𝑃𝑖به عبارت ديگر،     

FLبا  دسته های هم𝒙𝑖  و𝑅𝑖 های نقاط تصوير مجموعه انديس

𝒙𝑖  برFLبا  دسته های غیر هم𝒙𝑖 ای که در . در دو مقالهاست

  NFLتر از اين، ارائه شده نیز به نحوی از مفاهیمهای قبلسال

معرفی شد،  2007که در سال  [18استفاده گرديده است. در ]

جاساز  NFLی، درون متريک ادستههای درون تنها پراکندگی

ارائه شد، از هر دو  2010که در سال  [19شده است. در ]

ی استفاده شده، اما به جای ادستهی و بین ادستهاطلاعات درون 

ی بین های پراکندگی، میانگین مربعات فاصلهتولید ماتريس

ها در FLهای آموزشی و نقاط تصوير نظیرشان بر روی نمونه

 فضای تبديل يافته حداقل گرديده است. 

 

  (WFLE) پیشنهادی روش -3
های پراکندگی روش پیشنهادی ما در اين تحقیق، تولید ماتريس

اما به  NFLی با استفاده از مفاهیم ادستهی و بین ادستهدرون 

، با WFLEشود. در نامیده می WFLEدار است و شکل وزن

های آموزشی، وزن مناسب به تصوير هر توجه به ماهیت نمونه

شود. توضیحات داده می 𝑺𝑤و  𝑺𝑏های نمونه در تولید ماتريس

 بیشتر در مورد جزئیات اين روش در ادامه بیان شده است. 

 گیرند:زير جای می گروههای آموزشی در يکی از چهار نمونه

 

 شبیه دسته های همنمونه -1

 متفاوت دسته های غیر همنمونه -2

 متفاوت دسته های همنمونه -3

 شبیه دسته های غیر همنمونه -4

ی کمی هايی است که فاصلههای شبیه، نمونهنمونهمنظور از     

هايی هستند که های متفاوت، نمونهها وجود دارد و نمونهبین آن

جا، ی مورد استفاده در اينفاصله ها است.ی زيادی بین آنفاصله

. دو دسته اول بیان شده، وضعیت خوب و استی اقلیدسی فاصله

ی بعدی، دارای دسته. اما دو استطبیعی دارند که مطلوب 

و در فرآيند  یستکه مطلوب ما ن هستندوضعیت غیرعادی 

های آزمايشی بندی، منجر به خطا در برچسب زدن به نمونهطبقه

برای حالت  آموزشی داده گروه 4هايی از اين خواهند شد. نمونه

ها نشان داده شده است. ما وزن 3، در شکل دستهدو بعدی و دو 

که  آوريمبه دست میای به گونه WFLEرا در روش پیشنهادی 

دو دسته نامطلوب اشاره شده، در فضای تبديل شده )کاهش 

ی ادستههای پراکندگی درون يافته(، بیشتر اصلاح شوند. ماتريس
(𝑺𝑤)  ی ادستهو بین(𝑺𝑏)  درWFLE  مطابق روابط زير

  شوند:تعريف می

𝑺𝑤 = ∑ ∑ 𝑤𝑖𝑗(𝒙𝑖 − 𝒙𝑖𝑗)(𝒙𝑖 − 𝒙𝑖𝑗)
𝑇

𝑗∈𝑃𝑖

𝑛
𝑖=1 (24        )
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𝑺𝑏 = ∑ ∑ 𝑤𝑖𝑘(𝒙𝑖 − 𝒙𝑖𝑘)(𝒙𝑖 − 𝒙𝑖𝑘)𝑇
𝑘∈𝑅𝑖

𝑛
𝑖=1 (25 )       

                    
باشند. در اين  𝒙𝑖با  دسته ی همدو نمونه 𝑞𝑠و  𝑝𝑠فرض کنید     

. است 𝑞𝑠و  𝑝𝑠حاصل از  FLبر   𝒙𝑖ی تصوير نمونه 𝒙𝑖𝑗صورت، 

ها ی اقلیدسی بین آنمتفاوت باشند، يعنی فاصله 𝑞𝑠 و 𝑝𝑠اگر 

,𝑑𝑖𝑠𝑡(𝑝𝑠زياد باشد،  𝑞𝑠)  غیرعادی  گروهبزرگ باشد، جزء

شوند و بايد وزن بیشتری برای ها محسوب می)نامطلوب( نمونه

به هم شبیه باشند،  𝑞𝑠 و 𝑝𝑠اگر  ها اختصاص داده شود.اصلاح آن

,𝑑𝑖𝑠𝑡(𝑝𝑠 ها کم باشد،ی بین آنيعنی فاصله 𝑞𝑠)  ،کوچک باشد

پراکندگی  ها در تولید ماتريسپس بايد وزن کمتری به آن

ها و ی نمونهی مستقیم بین فاصلهاختصاص داده شود. پس رابطه

ی از رابطه 𝑤𝑖𝑗های ضريب وزنی وجود دارد. بر اين اساس، وزن

 آيند:به دست میزير 

 

 
 بندی دادههایی از چهار نوع دسته:  نمونه3شكل 

𝑤𝑖𝑗 = 𝑑𝑖𝑠𝑡(𝑝𝑠, 𝑞𝑠) = (𝑝𝑠 −  𝑞𝑠)𝑇(𝑝𝑠 −  𝑞𝑠) (26       )
                     

بر روی  𝒙𝑖باشند، تصوير  دسته ی غیر هم، دو نمونه𝑞𝑑و  𝑝𝑑اگر 

FL  حاصل از𝑝𝑑  و𝑞𝑑، 𝒙𝑖𝑘 شود. اگر نامیده می𝑝𝑑  و𝑞𝑑  به هم

𝑑𝑖𝑠𝑡(𝑝𝑑شبیه باشند، يعنی  , 𝑞𝑑)  گروهکوچک باشد، جزء 

گیرند و بايد وزن بیشتری برای غیرعادی و نامطلوب جای می

ها متفاوت باشند، ها اختصاص داد. بر عکس، اگر آناصلاح به آن

𝑑𝑖𝑠𝑡(𝑝𝑑 , 𝑞𝑑)  بزرگ باشد، وضعیت مطلوب است و وزن کمتری

ی ی معکوس بین فاصلهگیرد. پس رابطهها تعلق میآن به

 وجود دارد:  𝑤𝑖𝑘ها و ضريب وزنی نمونه

 

𝑤𝑖𝑘 =
1

𝑑𝑖𝑠𝑡(𝑝𝑑,𝑞𝑑)
= [(𝑝𝑑 −  𝑞𝑑)𝑇(𝑝𝑑 −  𝑞𝑑)]−1 (27  )

                    

 دسته و غیر هم دسته های همFLو تصوير آن بر روی  𝒙𝑖نقطه 

 نشان داده شده است. 4آن در شکل 

، در ابتدای امر يک کاهش ويژگی اولیه با NFLEروش      

، PCAدهد. اما از آنجايی که تبديل انجام می PCAاستفاده از 

کند که ها مرتب میها را بر مبنای قدرت )واريانس( آنويژگی

اين وضعیت ايجاد شده در فضای ويژگی ممکن است برای 

اين مرحله کاهش بندی چندان مفید نباشد، ما کاربردهای طبقه

حذف  ،WFLE، ويژگی اولیه را در روش پیشنهادی خود

برای  𝑺𝑏و  𝑺𝑤های پراکندگی ما پس از تولید ماتريسايم. نموده

ی، آن ادستهجلوگیری از منفرد شدن ماتريس پراکندگی درون 

 کنیم:می 17را به شکل زير تنظیم
 

𝐒𝑤 = 0.5𝐒𝑤 + 0.5𝑑𝑖𝑎𝑔(𝐒𝑤) (28)                               

                  

 

𝑡𝑟(𝑺𝑤 فیشر، حداکثر کردن معیاربا  سپس
−1𝑺𝑏)  ماتريس ،

در حقیقت، اساس را به دست خواهیم آورد.  WFLEتبديل 

بر مبنای زير شکل گرفته  WFLEدهی در روش پیشنهادی وزن

 است:

 دسته و غیر هم دسته های همFLبر روی  𝒙𝒊: تصویر 4شكل 
 

های باشند )نمونههای آموزشی در وضعیت مطلوبی میاگر نمونه 

متفاوت(، برای  دسته های غیر همشبیه يا نمونه دسته هم

بندی مناسب بوده و نیاز به اصلاح چندانی در فضای تبديل طبقه

های آموزشی در وضعیت شده )کاهش يافته( ندارند. اما اگر نمونه

بندی نامطلوبی هستند که منجر به ايجاد خطا در فرآيند طبقه

 دسته های غیر هممتفاوت يا نمونه دسته های همگردد )نمونهمی

بايد در فرآيند استخراج ويژگی، اصلاح بیشتری بر روی شبیه(، 

تر در فضای های مطلوبها انجام شود تا منجر به تولید نمونهآن

ها در فرآيند کاهش کاهش يافته شود.  در نتیجه، به اين نمونه

های پراکندگی، وزن بیشتری اختصاص ويژگی، در تولید ماتريس

ی به دست آوردن ماتريس به عبارت ديگر، براداده خواهد شد. 

ی را ادسته های درونتبديل استخراج ويژگی، که بايد پراکندگی

ی را حداکثر کنیم، با دادن ادستههای بین حداقل و پراکندگی

های های غیرعادی در تولید ماتريسوزن بیشتر به نمونه
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دهیم. ها را به سمت اصلاح شدن بیشتر سوق میپراکندگی، آن

 :استبه اين ترتیب، روش پیشنهادی دارای دو ويژگی موثر 

 

ی ،که منجر به تولید نمونهFLبه دلیل استفاده از مفهوم  -1

ی آموزشی شود، در شرايط نمونهآموزشی مجازی می

 محدود، دارای کارايی خوبی است. 

دهی بر اساس ماهیت به دلیل به کارگیری روش وزن -2

مطلوب )عادی و های آموزشی مطلوب و غیر نمونه

ها و دستهغیرعادی(، منجر به بهبود فرآيند جداسازی 

 بندی خواهد شد. طبقه صحتافزايش 

ی در تعداد نمونه NFLهای بر مبنای استفاده از روش    

افزايش  -1شود: آموزشی بالا، به دو دلیل چندان توصیه نمی

ی آموزشی اگر به تعداد کافی نمونه -2پیچیدگی محاسباتی 

واقعی در دسترس باشد، ديگر استفاده از نمونه های آموزشی 

بلوک دياگرام معنا و احتمالا ناکارامد خواهد بود. مجازی، بی

 شود.مشاهده می 5 روش پیشنهادی در شکل

 

 هانتایج آزمایش -4
ها و های ابرطیفی مورد استفاده در آزمايشدر ابتدا در مورد داده

های استخراج ويژگی ی روشمعیارهای ارزيابی برای مقايسه

ها ها و تحلیل آنتوضیحاتی داده و سپس به بیان آزمايش

 پردازيم. می

 

 

 ها و معیارهای ارزیابیداده-4-1
ها تصوير ابرطیفی برای انجام آزمايش سهدر اين مقاله، از 

 A.20-و سالیناس 19، دانشگاه پاويا18استفاده شده است: اينديانا

 پردازيم. های ابرطیفی میدر ادامه به توضیح اين داده
 -اينديانا: تصوير ابرطیفی مربوط به منطقه ای کشاورزی    

از  1992در ژوئن  21AVIRISجنگلی است که توسط سنجنده 

يک سايت آزمايشی در شمال شرقی ايالت اينديانا گرفته شده 

 10باند باريک با پهنای  220، دسته 16اين تصوير حاوی  .است

 145×145میکرومتر،  2.5تا  0.4نانومتر در بازه فرکانسی 

راديومتريک  صحتمتر بر پیکسل و  20مکانی  صحتپیکسل و 

کانال نويزی، آزمايش ها بر روی  20بعد از حذف بیت است.  8

های خود از ما در آزمايشباند باقیمانده انجام شده است.  200

اين داده که بیشترين  دسته 10ی اينديانا، از داده دسته 16میان 

های مرجع را دارا هستند، و در بسیاری از تحقیقات یتعداد نمونه

 ايم.مرسوم هستند، استفاده نموده

اين تصوير شهری مربوط به ناحیه محوطه  دانشگاه پاويا:    

دانشگاه پاويا در ايتالیاست. اين تصوير با استفاده از سنجنده 

اخذ شده است. تصوير دانشگاه پاويا، دارای  22ROSISنوری 

باند طیفی در  115متر بر پیکسل و دارای  1.3تفکیک مکانی 

 9. اين تصوير شامل استمیکرومتر  0.86تا  0.43بازه فرکانسی 

 هایاست. بعد از حذف کانال  610× 340بوده و ابعاد آن  دسته

 باند باقیمانده انجام شده است.  103ها بر روی نويزی، آزمايش

: يک زيرصحنه کوچک از تصوير سالیناس، تصوير A-سالیناس    

 6پیکسل و   83 × 86است. اين تصوير شامل  A-سالیناس

سالیناس است. تصوير سالیناس از دهکده  یاز داده دسته

توسط سنجنده  1998سالیناس در کالیفرنیای جنوبی در سال 

AVIRIS  3.7پیکسل  اندازهدارای اخذ شده است. اين تصوير 

، با میکرومتر 2.5تا  0.4در بازه فرکانسی باند طیفی  224متر و 

باند  20نانومتر است. بعد از حذف  10قدرت تفکیک طیفی 

ها استفاده باند از اين تصوير در آزمايش 204ذب آب، ج

های ابرطیفی مورد استفاده در آزمايشمشخصات دادهشوند. می

 اند. ذکر شده 1ها در جدول 

ها، تعداد دستهما برای داشتن رفتار و مقايسه منصفانه با تمام     

ها در نظر گرفته و دستههای آموزشی يکسانی در تمام نمونه

ی آزمايشی را به عنوان نمونه دستههای هر ی نمونهباقیمانده

های آموزشی به طور تصادفی از سراسر کنیم. نمونهاستفاده می

مرتبه تکرار شده و  10اند. هر آزمايش، صحنه انتخاب شده

 متوسط نتايج به دست آمده، گزارش شده است.

ژگی با موضوع مورد تحقیق ما در اين مقاله، استخراج وي    

های آموزشی محدود برای کاربردهای استفاده از تعداد نمونه

بند با رفتار کاملا بندی است. در نتیجه، ما از دو طبقهطبقه

های استخراج ويژگی استفاده متفاوت برای ارزيابی روش

بند ماشین بردار بند مورد استفاده اول، طبقهايم. طبقهنموده

بند غیرپارامتريک اين طبقه .[21-20]است  )SVM(پشتیبان 

تری دارد و به های آموزشی، حساسیت کمبوده و به تعداد نمونه

های آموزشی محدود، بسیار مناسب و طور کلی برای تعداد نمونه

بند بیشینه بند ديگر مورد استفاده طبقهرفتار است. طبقهخوش

 ، پارامتريک بوده و به تعدادMLبند است. طبقه )ML(احتمال 

ای که برای . به گونهاستهای آموزشی بسیار حساس نمونه

ها، تعداد دستهجلوگیری از منفرد شدن ماتريس کواريانس 

ها، بايد حداقل يکی بیشتر های آموزشی از تعداد ويژگینمونه

 باشد. 
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وسی را ا، توزيع معمول گMLبند ما برای استفاده از طبقه    

 SVMبند برای استفاده از طبقه ايم.ها در نظر گرفتهدستهبرای 

 مورد SVMبند طبقه [.22ايم ]بهره برده LIBSVMاز کتابخانه 

 از استفاده با دسته چند حالت در هاآزمايش انجام در استفاده

ای )کرنل( چندجمله هسته تابع با و يکی برابر در يکی روش

 است.  LIBSVMبا مقادير پیش فرض  3درجه 

توانند بندها میمختلفی برای ارزيابی کارايی طبقهمعیارهای     

 صحتتوان به مورد استفاده قرار گیرند که از آن جمله می

متوسط،  صحتبندی اشاره کرد. متوسط و اعتبار متوسط طبقه

ها است. اعتبار دستهبه دست آمده برای تمام  صحتمیانگین 

ها دستهمتوسط نیز برابر میانگین اعتبار به دست آمده برای تمام 

گونه تعريف شده است: تعداد اين دسته. اعتبار برای هر است

اند، تقسیم بر تعداد کل بندی شدههايی که درست طبقهنمونه

 اند.تعلق گرفته دستههايی که به آن نمونه

های ناداری تفاوت بین روشبرای بیان مع McNemarsآزمون 

[. اين آزمون 23] استبندی از لحاظ آماری بسیار مفید طبقه

گیرد. بند مورد استفاده قرار میبرای مقايسه بین يک جفت طبقه

 شود:به صورت زير تعريف می 𝑍12پارامتر 

 

𝑍12 =
𝑓12−𝑓21

√𝑓12+𝑓21
(29 )                                                

         

f12 درست  1بند هايی است که توسط طبقهتعداد نمونه

اند. بندی شدهبه اشتباه طبقه 2بند بندی و توسط طبقهطبقه

از نظر آماری، با اهمیت گفته  2و 1بندهای تفاوت بین طبقه

|𝑍12|شود اگر می  > ، می گويد که 𝑍12. علامت پارامتر 1.96 

𝑍12)است  2بند تر از طبقهدقیق 1بند طبقه  > و برعکس   (0 

(𝑍12  <  0) . 

 

 هانتایج و تحلیل آزمایش -4-2
، را با WFLEما روش پیشنهادی خود در اين قسمت، يعنی     

های استخراج ويژگی نظارت شده مورد مقايسه از روش گروه سه

ای هستند که های استخراج ويژگیاول، روش گروهدهیم. قرار می

ها با تولید کنند. اين روشها کار میدستهپذيری بر مبنای جدايی

ی سعی در ادستهی و بین ادستههای پراکندگی درون ماتريس

ی و بیشینه کردن ادستههای درون کمینه کردن پراکندگی

توان ها میی اين روشی دارد. از جملهادستههای بین پراکندگی

اشاره نمود. اين NWFE [12 ]و  LDA [10] ،GDA [11]به 

ها دار نمونهها يا میانگین وزندسته ها از میانگیناز روش گروه

استفاده کرده و تخمینی از ماتريس پراکندگی )کواريانس( بین 

نیاز اين کنند. به دلیل ی را محاسبه میادستهی و درون ادسته

های کواريانس، ها به تخمین بردارهای میانگین و ماتريسروش

های آموزشی ها، حساسیت بیشتری به تعداد نمونهاين روش

های آموزشی، تخمین ای که با افزايش تعداد نمونهدارند. به گونه

 صحتافزايش منجر به که  آيددست میها به بهتری از آمارگان

 . بندی خواهد شدطبقه

هايی هستند که های استخراج ويژگی، روشدوم روش گروه    

گیرند. از برای حفظ ساختار محلی داده مورد استفاده قرار می

اشاره LPP [14 ] و NPE [13] توان بهها میجمله اين روش

توانند به دو صورت نظارت شده و بدون نظارت، نمود که می

ها برای ما مد ی آنسازی شوند که البته فرم نظارت شدهپیاده

ها، نیازی به تخمین آمارگان جايی که اين روشنظر است. از آن

. از استهای آموزشی کمتر ها به تعداد نمونهندارند، حساسیت آن

ها بر مبنای حفظ ساختار محلی که اين روشطرفی، به دلیل اين

رسد، بیشتر برای کاربردهای کنند، به نظر میداده کار می

بندی. اما به هر داده مناسب باشند تا کاربردهای طبقهبازسازی 

ی آموزشی به تعداد کافی در اختیار نباشد حال، زمانی که نمونه

ها را فراهم کند، دستهتا امکان تخمین مناسبی از آمارگان 

 تواند کارايی داشته باشد. هايی میاستفاده از چنین روش

جا استخراج ويژگی که در اين یهاسوم روش گروهو اما     

ی آموزشی هايی هستند که با تولید نمونهشود، روشبررسی می

ی آموزشی دارند. از جمله مجازی، سعی در جبران کمبود نمونه

اشاره نمود که با استفاده از NFLE [15 ] توان بهها میاين روش

ها برای های آموزشی مجازی تولید کرده و از آن، نمونه FLممفهو

ی ادستهی و بین ادستههای پراکندگی درون تخمین ماتريس

ی نمونه 10، دستهکند. به عنوان مثال، اگر در هر استفاده می

FL  ،(10−1 با استفاده از مفهوم، آموزشی داشته باشیم
2 ) =

9×8
2

= د که اين ی آموزشی مجازی تولید خواهد شنمونه 36

 صحتهای پراکندگی و در نتیجه تخمین ماتريس صحتخود 

بندی داده با بعد کاهش يافته را بسیار بهبود خواهد طبقه

 بخشید. 

، FL، نیز با استفاده از مفاهیم WFLEروش پیشنهادی ما،     

ها برای تخمین ی آموزشی مجازی تولید کرده و از آننمونه

ی استفاده ادستهی و بین ادستههای پراکندگی درون ماتريس

طور که قبلا هم اشاره شد، کند. اما نوآوری اين روش، همانمی

های پراکندگی ها در هنگام تولید ماتريسدهی به نمونهدر وزن

های است. اساس اين وزن دهی بر مبنای اصلاح بیشتر نمونه

نامطلوبی است که وضعیت غیرعادی داشته و منجر به ايجاد خطا 

با  WFLEگردند. تفاوت ديگر روش بندی میر فرآيند طبقهد
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NFLE  در اين است کهNFLE در ابتدای امر يک کاهش ،

دهد و سپس استخراج انجام می PCAويژگی اولیه با استفاده از 

های پراکندگی تخمین ويژگی مورد نظر را با استفاده از ماتريس

دهد. اين در های آموزشی مجازی انجام میزده شده از نمونه

ها را بر مبنای قدرت ويژگی PCAدانیم تبديل حالی است که می

کند و ويژگی های با قدرت بالا را حفظ ها مرتب می)واريانس( آن

ريزد. از آن جايی که ممکن است در میان و مابقی را دور می

 ارزشی در مورد های با قدرت کم نیز اطلاعات باويژگی

 PCAها وجود داشته باشد، که در تبديل دستهپذيری جدايی

شود، ما در روش ناديده گرفته شده و اين اطلاعات دور ريخته می

اين مرحله کاهش ويژگی اولیه را روی داده  WFLEپیشنهادی 

نداريم و يک سره روش استخراج ويژگی پیشنهادی را بر روی 

رد کنیم. ما برای جلوگیری از منفداده با بعد کامل اعمال می

طور که قبلا نیز ی، همانادستهشدن ماتريس پراکندگی درون 

 کنیم. بیان شد، آن را تنظیم می

های استخراج از روش سه گروهبا  WFLEروش پیشنهادی     

، LDA ،GDAهای ويژگی بیان شده در بالا، يعنی با روش

NWFE ،LPP، NPE  وNFLE  مقايسه شده است. ما برای

 SVMبندهای ی آموزشی و طبقهنمونه 15های خود، از آزمايش

ی نمونه 5ايم. به علاوه با استفاده از استفاده کرده MLو 

ها انجام گرفته است. لازم نیز آزمايش SVMبند آموزشی و طبقه

ی نمونه 5با  MLبند به ذکر است که امکان استفاده از طبقه

ری از برای جلوگی MLبند آموزشی وجود ندارد. چراکه در طبقه

های آموزشی ها، تعداد نمونهدستهمنفرد شدن ماتريس کواريانس 

نمونه  5ها، يکی بیشتر باشد و با بايد حداقل از تعداد ويژگی

 MLبند ويژگی در طبقه 4آموزشی، حداکثر قادر به استفاده از 

 خواهیم بود. 

بیان  2ها، در جدول خلاصه نتايج به دست آمده از آزمايش    

های بندی در برابر تعداد ويژگیمتوسط طبقه صحتاست. 

نمايش داده شده  6ی اينديانا در شکل استخراج شده برای داده

بندی به ازای متوسط طبقه صحتاست. به عنوان نمونه، بالاترين 

ی اينديانا، برای سه داده SVMبند ی آموزشی و طبقهنمونه 5

ويژگی  3و  5، 4زای به ترتیب به ا A-دانشگاه پاويا و سالیناس

و اعتبار به دست  صحتاستخراجی به دست آمده است. بالاترين 

ی ابرطیفی اينديانا، دانشگاه پاويا ها برای هر سه دادهدستهآمده 

اند. بیان شده 5و  4، 3های به ترتیب در جدول A-و سالیناس

ها به دست آمده نظیر اين جدول بندیطبقهی چنین، نقشههم

اند. مقادير نشان داده شده 9و  8، 7های ترتیب در شکلنیز، به 

نیز به ازای بالاترين  MCNemarsحاصل از آزمون  𝑍پارامتر 

ها و هر سه داده ی حالتمتوسط به دست آمده برای همه صحت

اند. با توجه به نتايج به دست بیان گرديده 6 ابرطیفی در جدول

 زير اشاره کرد:توان به نکات ها، میآمده از آزمايش

بند نمونه و طبقه 5حالت،  3ی اينديانا، در هر برای داده -1

SVM ،15 بند نمونه و طبقهSVM ،15 بند نمونه و طبقهML ،

های استخراج ويژگی برتری دارد. از به ساير روش WFLEروش 

بندی است، ی اينديانا، داده سختی برای طبقهجايی که دادهآن

های مناسب و نامناسب، بیشتر در اين داده تفاوت بین روش

 شود.آشکار می

 WFLEنمونه آموزشی،  5، به ازای  A-ی سالیناسبرای داده -2

بندی، با متوسط طبقه صحتنظر  ها برتری دارد. ازبه ساير روش

 15معادل و با  NFLEبا  SVM ،WFLEبند نمونه و طبقه 15

 LDAها جز ی روشبا همه ML ،WFLEبند نمونه و طبقه

ی نمونه 15که با استفاده از معادل است. اما باتوجه به اين

ها، معادل هم شده است، برای فهم تفاوت روش صحتآموزشی، 

که کدام يک از نظر آماری بر سايرين اين ها وبین اين روش

کنیم. اگر روش استفاده می MCNemarsبرتری دارد از معیار 

WFLE  های و ساير روش 1را با شمارهNFLE ،LDA ،

NWFE ،GDA ،NPE  وLPP 3و  2های را به ترتیب با شماره 

در نظر بگیريم، با استفاده از اين معیار، و  7و  6و 5و  4و 

شويم که ها، متوجه میبرای همه جفت روش 𝑍رامتر محاسبه پا

𝑍1iجا ها برتری دارد يعنی همهبر ساير روش WFLEروش  >

0 (𝑖 = 2, … , |𝑍1𝑖|و در بیشتر موارد  (7 > که  است 1.96

 . استدهد اين تفاوت از نظر آماری قابل توجه نشان می

، روش MLبند نمونه و طبقه 15ی پاويا، با برای داده -3

WFLE  باNFLE  وGDA  بندی متوسط طبقه صحتازنظر

 MCNemars ،WFLEمعادل است ولی، با استفاده از معیار 

، SVMبند نمونه و طبقه 5ها برتری دارد. با نسبت به همه روش

WFLE  باGDA ،LPP  وNPE  بندی طبقه صحتاز نظر

بعد از  WFLE، روش MCNemarsمعادل است اما با معیار 

ها برتری دارد. البته مقدار نسبت به ساير روش GDAروش 

𝑍15برابر  GDAو  WFLEبین  𝑍پارامتر  = به  ،است 1.47−

|𝑍15| عبارت ديگر، < بند نمونه و طبقه 15چنین، با . هم1.96

SVM با معیار ،MCNemars روش ،WFLE  بعد از روش

NFLE ها برتری دارد. نسبت به ساير روش 

در  WFLEمشاهده کرد که روش  توانبه طور کلی، می    

ها برتری دارد. هنگامی که بیشتر موارد نسبت به ساير روش

 WFLEهای آموزشی محدودی در دسترس است، تعداد نمونه

روشی مناسب برای استخراج ويژگی است. اما توجه داشته باشید 
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و  NFLEاز قبیل  FLهای بر مبنای که استفاده از روش

WFLE یستی آموزشی بالا چندان مناسب ندر تعداد نمونه .

ی آموزشی واقعی به تعداد زياد و کافی موجود باشد، وقتی نمونه

های آموزشی مجازی ديگر معنا نخواهد داشت و استفاده از نمونه

طبقه بندی گردد. از سوی ديگر،  صحتچه بسا منجر به کاهش 

جازی تولید شده در هر های آموزشی مکه تعداد نمونهجايیاز آن

𝑛𝑡𝑐−1)برابر  دسته
2 ) =

(𝑛𝑡𝑐−1)×(𝑛𝑡𝑐−2)

2
، با افزايش تعداد است 

 WFLEو  NFLEهای های آموزشی، پیچیدگی روشنمونه

 افزايش خواهد يافت. 

ی های مختلف استخراج ويژگی برای دادهمقايسه زمانی روش     

اند. بیان شده 7در جدول  SVMبند اينديانا و با استفاده از طبقه

نسبت  WFLEها مشخص است، طور که از نتايج آزمايشهمان

ها به زمان محاسباتی بیشتری نیاز دارد و دلیل آن به ساير روش

های آموزشی مجازی در فضای باند کامل تولید و استفاده از نمونه

 PCAد داده با استفاده از روش ع، ابتدا بNFLEاست. در روش 

نمونه های مجازی تولید و در محاسبه کاهش يافته و سپس 

، WFLEشوند. اما در روش ماتريس های پراکندگی استفاده می

 PCAبه دلايل توضیح داده شده، کاهش بعد داده اولیه توسط 

ی ابرطیفی انجام حذف شده و محاسبات با تعداد باند کامل داده

 گیرد که اين به مراتب بار محاسباتی را افزون خواهد کرد.می

ی که نیاز به محاسبه NWFE، روش WFLEپس از 

هايی دارد. روش زيادیدار دارد، بار محاسباتی های وزنمیانگین

های پراکندگی که نیازی به تخمین ماتريس LPPو NPEچون 

های ها بوده و افزايش تعداد نمونهترين روشندارند، سريع

د. در حالی ها تاثیر چندانی ندارآموزشی، در زمان محاسباتی آن

با  WFLEو  NWFE ،NFLEهای که بار محاسباتی روش

افزايش 

تعداد 

 NPEپس از يابد. های آموزشی به شدت افزايش مینمونه

ها دارد چرا سرعت بیشتری نسبت به ساير روش LPP ،LDAو

دهی و تنها با های پراکندگی را بدون هیچ وزنکه ماتريس

ند. افزايش زمان کهای آموزشی اصلی محاسبه مینمونه

به دلیل انجام محاسبات در  LDAنسبت به  GDAمحاسباتی 

 باشد. فضای کرنل می
 

 گیرینتیجه -5
های بندی دادهيک روش استخراج ويژگی نظارت شده برای طبقه

 WFLEابرطیفی در اين مقاله پیشنهاد شد. روش پیشنهادی که 

ی هانام گرفت، دارای کارايی خوبی با استفاده از تعداد نمونه

های از قدرت نمونه WFLEآموزشی محدود است. روش 

دهی مناسب به اين کند و با وزنآموزشی مجازی استفاده می

 های نامطلوبی دارد کهها، سعی در اصلاح بیشتر نمونهنمونه

پیشنهادی با روش شوند. بندی میسبب ايجاد خطا در طبقه

ه های معروف و پرکاربرد استخراج ويژگی مقايستعدادی از روش

های های انجام شده با استفاده از نمونهگرديد و نتايج آزمايش

ها نشان را نسبت به ساير روش WFLEآموزشی محدود، برتری 

    د.دا

 

 

: 1جدول 

مشخصا

ت داده

های 

ابرطیفی 

مورد 

 استفاده

 

 

 
 

 هاتعداد کلاس اندازه تصوير مکانیدقت  بازه فرکانسی سنجنده داده
تعداد باندهای طیفی )بعد از حذف 

 باندهای نويزی و جذب آب(

 200 10 145×145 متر 20 میکرومتر 5/2تا  AVIRIS 4/0 اينديانا

 103 9 610× 340 متر 3/1 میکرومتر 86/0تا  ROSIS 43/0 دانشگاه پاويا

 204 6 83 × 86 متر 7/3 میکرومتر  5/2تا  A AVIRIS 4/0 -سالیناس
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 دیاگرام روش پیشنهادی: بلوک5شكل 

 

هایی را که های مختلف استخراج ویژگی. عدد نوشته شده در پرانتزها، تعداد ویژگیبندی به دست آمده برای روشطبقه صحتبالاترین :  2جدول 

اند را فراهم کرده صحتدهد. در هر آزمایش، اعداد مربوط به روشی که بالاترین اند، نشان میبندی را فراهم کردهمتوسط طبقه صحتبالاترین 

اند.پررنگ شده

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
 SVM بندطبقه و استخراجی ویژگی 4 آموزشی، نمونه 5 از استفاده با ایندیانا داده برای هادسته اعتبار و صحت: 3 جدول

 

 

 

 

 بندطبقه داده

تعداد 

های نمونه

 آموزشی

WFLE NFLE LDA NWFE GDA NPE LPP 

 اينديانا
SVM 

5 
0.63 

(4)  

0.54 
(7)  

0.32 
(6)  

0.54 
(5)  

0.57 
(8)  

0.62 
(13) 

0.60 
(14) 

15 
0.74 

(5)  

0.70 

(7)  

0.27 

(6)  

0.63 

(10) 

0.61 

(5)  

0.66 

(13) 

0.60 

(12) 

ML 15 
0.73 

(6)  

0.68 
(6)  

0.19 
(6)  

0.64 
(6)  

0.66 
(5)  

0.63 
(6)  

0.62 
(5)  

 پاويادانشگاه 
SVM 

5 
0.75 

(5)  

0.71 

(7)  

0.36 

(6)  

0.72 

(5)  
0.75 

(8)  

0.75 

(7)  

0.75 

(12) 

15 
0.81 
(10) 

0.82 
(7)  

0.54 
(5)  

0.80 
(11) 

0.75 
(7)  

0.83 

(12) 

0.83 

(11) 

ML 15 
0.80 

(4)  

0.80 

(4)  

0.50 

(5)  

0.79 

(5)  
0.80 

(5)  

0.79 

(4)  

0.79 

(6)  

  A -سالیناس
SVM 

5 
0.95 

(3)  

0.87 
(4)  

0.66 
(3)  

0.90 
(4)  

0.90 
(2)  

0.91 
(5)  

0.91 
(5)  

15 
0.99 

(5)  

0.99 

(6)  

0.50 

(2)  

0.97 

(5)  

0.96 

(5)  

0.98 

(4)  

0.98 

(6)  

ML 15 
0.99 

(3)  

0.99 

(3)  

0.57 
(3)  

0.99 

(4)  

0.99 

(4)  

0.99 

(3)  

0.99 

(3)  

 WFLE NFLE LDA NWFE GDA NPE LPP دسته

دستهنام  شماره  
تعداد 

هانمونه  
 اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت

بدون شخم-ذرت 1  1434 0.46 0.39 0.25 0.22 0.19 0.26 0.32 0.67 0.39 0.28 0.33 0.36 0.28 0.31 

کم شخم-ذرت 2  834 0.51 0.48 0.51 0.30 0.42 0.21 0.29 0.52 0.31 0.37 0.34 0.31 0.39 0.31 

درختان-سبزه 3  497 0.93 0.52 0.63 0.44 0.20 0.17 0.72 0.34 0.85 0.43 0.71 0.47 0.78 0.48 

چمنزار-سبزه 4  747 0.76 0.75 0.66 0.50 0.53 0.16 0.81 0.52 0.44 0.71 0.37 0.69 0.76 0.75 

 0.91 0.99 0.93 0.99 0.85 0.99 1.00 0.97 0.79 0.50 0.97 0.92 1.00 0.99 489 کاه و خاشاک 5

بدون شخم-سويا 6  968 0.54 0.47 0.19 0.26 0.06 0.10 0.44 0.36 0.55 0.35 0.65 0.44 0.63 0.42 

شخمکم -سويا 7  2468 0.36 0.56 0.23 0.35 0.10 0.42 0.69 0.56 0.17 0.34 0.48 0.58 0.45 0.59 

شخم کامل-سويا 8  614 0.44 0.31 0.22 0.22 0.25 0.14 0.29 0.28 0.28 0.23 0.22 0.23 0.26 0.30 

 0.92 0.79 0.88 0.82 0.93 0.73 0.86 0.56 0.68 0.52 0.95 0.68 0.96 0.82 1294 بیشه 9

سبزه-ساختمان 10  380 0.46 0.54 0.65 0.37 0.20 0.21 0.24 0.51 0.42 0.34 0.54 0.34 0.30 0.45 

متوسط و اعتبار متوسط صحت  0.63 0.60 0.49 0.46 0.30 0.31 0.53 0.56 0.51 0.48 0.54 0.52 0.56 0.54 
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 ایندیانا یداده برای شده استخراج هایویژگی تعداد برابر در بندیطبقه متوسط صحت: 6شكل 

 
SVM بندطبقه و استخراجی ویژگی 5 آموزشی، نمونه 5 از استفاده با پاویا داده برای هادسته اعتبار و صحت: 4جدول 

 

 

 

 WFLE NFLE LDA NWFE GDA NPE LPP دسته

دسته نام شماره  
تعداد 

هانمونه  
 اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت

 0.87 0.56 0.88 0.64 0.88 0.71 0.83 0.59 0.14 0.36 0.89 0.52 0.87 0.58 6631 آسفالت 1

زارچمن 2  
1864

9 
0.58 0.85 0.55 0.87 0.36 0.79 0.27 0.77 0.68 0.81 0.35 0.81 0.57 0.83 

3 
شن و 

 سنگريزه
2099 0.62 0.34 0.50 0.45 0.30 0.20 0.36 0.41 0.53 0.59 0.38 0.41 0.46 0.33 

 0.47 0.97 0.48 0.97 0.45 0.96 0.48 0.95 0.72 0.74 0.71 0.84 0.55 0.91 3064 درختان 4

5 
صفحات 

 فلزی
1345 0.99 1.00 1.00 1.00 0.68 0.85 0.98 0.98 0.99 0.59 0.99 0.96 0.99 0.96 

6 
زمین دست 

 نخورده
5029 0.57 0.33 0.58 0.24 0.12 0.20 0.70 0.24 0.29 0.37 0.62 0.26 0.47 0.33 

 0.46 0.70 0.47 0.71 0.46 0.65 0.48 0.81 0.10 0.17 0.38 0.57 0.45 0.85 1330 قیر 7

 0.64 0.86 0.63 0.88 0.69 0.82 0.65 0.79 0.28 0.08 0.51 0.68 0.71 0.63 3682 آجر 8

 1.00 1.00 1.00 1.00 1.00 1.00 0.84 0.99 0.08 0.38 1.00 0.99 1.00 1.00 947 سايه 9

متوسط و اعتبار متوسط صحت  0.75 0.68 0.69 0.67 0.35 0.37 0.72 0.63 0.74 0.65 0.73 0.65 0.73 0.65 
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 SVM بندطبقه و استخراجی ویژگی 3 آموزشی، نمونه 5 از استفاده با A-سالیناس داده برای هادسته اعتبار و صحت: 5جدول 

 

 

 

 

 

 
، WFLE، NFLEهای مختلف استخراج ویژگی با استفاده از روش به دست آمده بندیطبقههای نقشهو  (GTM)بندی نقشه مرجع طبقه: 7شكل 

LDA، NWFE، GDA، NPE وLPP بندطبقه و استخراجی ویژگی 4 آموزشی، نمونه 5 از استفاده با ایندیانا داده برای SVM 

 

 

 

 

 

 

 

 

 

 

 

 

 

 WFLE NFLE LDA NWFE GDA NPE LPP دسته

دستهنام  شماره  
تعداد 

هانمونه  
 اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت اعتبار صحت

1 
-سبزه-بروکلی

1علف هرز  
391 1.00 1.00 1.00 1.00 0.88 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

2 
سبزه  -ذرت

علف هرز-پیر  
1343 0.89 0.93 0.56 0.99 0.28 0.44 0.43 0.78 0.57 0.87 0.56 0.87 0.56 0.89 

هفته 4-کاهو 3  616 0.82 0.95 0.89 1.00 0.69 0.90 0.87 0.99 0.88 0.93 0.88 0.93 0.91 0.95 

هفته 5-کاهو 4  1525 0.98 0.98 1.00 0.69 0.49 0.64 0.92 0.88 0.96 0.80 0.96 0.91 0.96 0.91 

هفته 6-کاهو 5  674 0.99 0.95 0.76 0.81 0.83 0.45 1.00 0.68 0.97 0.82 0.99 0.65 0.99 0.66 

هفته 7-کاهو 6  799 0.99 0.87 0.94 0.93 0.78 0.49 0.99 0.72 0.99 0.90 0.99 0.90 0.99 0.89 

متوسط و اعتبار متوسط صحت  0.95 0.95 0.86 0.90 0.66 0.65 0.87 0.84 0.89 0.89 0.90 0.88 0.90 0.88 

GTM WFLE NFLE LDA

NWFE GDA NPE LPP

GTM WFLE NFLE LDA

NWFE GDA NPE LPP
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، WFLE، NFLEهای مختلف استخراج ویژگی با استفاده از روش به دست آمده بندیطبقههای نقشهو  (GTM)بندی نقشه مرجع طبقه: 8شكل 

LDA، NWFE، GDA، NPE وLPP بندطبقه و استخراجی ویژگی 5 آموزشی، نمونه 5 از استفاده با پاویا داده برای SVM

 

، WFLE، NFLEهای مختلف استخراج ویژگی با استفاده از روش به دست آمده بندیطبقههای نقشهو  (GTM)بندی نقشه مرجع طبقه: 9 شكل

LDA، NWFE، GDA، NPE وLPP سالیناس داده برای-A بندطبقه و استخراجی ویژگی 3 آموزشی، نمونه 5 از استفاده با SVM 

 

 

 

 

 

 

GTM WFLE NFLE LDA

NWFE GDA NPE LPP

GTM WFLE NFLE LDA
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 ويژگی استخراجی 4نمونه آموزشی و  SVM ،5بند داده اينديانا، طبقه

 WFLE NFLE LDA NWFE GDA NPE LPP 

WFLE 0 25.50 44.23 4.44 22.91 8.06 6.59 

NFLE -25.50 0 25.69 -18.51 -4.03 -16.40 -18.38 

LDA -44.23 -25.69 0 -39.20 -27.04 -36.79 -38.73 

NWFE -4.44 18.51 39.20 0 15.62 3.11 1.35 

GDA -22.91 4.03 27.04 -15.62 0 -16.86 -17.73 

NPE -8.06 16.40 36.79 -3.11 16.86 0 -2.65 

LPP -6.59 18.38 38.73 -1.35 17.73 2.65 0 

 ويژگی استخراجی 5نمونه آموزشی و  SVM ،15بند داده اينديانا، طبقه

 WFLE NFLE LDA NWFE GDA NPE LPP 

WFLE 0 21.30 61.73 24.74 22.69 19.80 24.07 

NFLE -21.30 0 51.13 7.65 3.75 0.11 5.31 

LDA -61.73 -51.13 0 -46.23 -49.25 -50.58 -46.84 

NWFE -24.74 -7.65 46.23 0 -4.41 -8.16 -2.42 

GDA -22.69 -3.75 49.25 4.41 0 -4.12 2.09 

NPE -19.80 -0.11 50.58 8.16 4.12 0 8.58 

LPP -24.07 -5.31 46.84 2.42 -2.09 -8.58 0 

 ويژگی استخراجی 6نمونه آموزشی و  ML ،15بند داده اينديانا، طبقه

 WFLE NFLE LDA NWFE GDA NPE LPP 

WFLE 0 14.03 61.72 17.43 15.14 19.02 24.35 

NFLE -14.03 0 55.27 4.83 1.96 7.07 13.03 

LDA -61.72 -55.27 0 -52.86 -54.87 -51.67 -47.57 

NWFE -17.43 -4.83 52.86 0 -2.94 2.84 9.94 

GDA -15.14 -1.96 54.87 2.94 0 5.66 12.07 

NPE -19.02 -7.07 51.67 -2.84 -5.66 0 9.04 

LPP -24.35 -13.03 47.57 -9.94 -12.07 -9.04 0 

 ويژگی استخراجی 5نمونه آموزشی و  SVM ،5بند داده پاويا، طبقه

 WFLE NFLE LDA NWFE GDA NPE LPP 

WFLE 0 12.62 88.90 44.01 -1.47 28.56 3.38 

NFLE -12.62 0 83.61 30.62 -28.77 14.41 -10.27 

LDA -88.90 -83.61 0 -56.80 -101.68 -68.79 -86.31 

NWFE -44.01 -30.62 56.80 0 -56.90 -22.98 -42.63 

GDA 1.47 28.77 101.68 56.90 0 45.98 23.84 

NPE -28.56 -14.41 68.79 22.98 -45.98 0 -29.96 

LPP -3.38 10.27 86.31 42.63 -23.84 29.96 0 

 ويژگی استخراجی 5نمونه آموزشی و  SVM ،15بند داده پاويا، طبقه

 WFLE NFLE LDA NWFE GDA NPE LPP 

WFLE 0 -2.98 52.48 15.21 30.31 15.90 40.37 

NFLE 2.98 0 53.75 16.59 32.36 16.29 38.09 

LDA -52.48 -53.75 0 -39.43 -19.21 -40.66 -20.40 

NWFE -15.21 -16.59 39.43 0 18.42 -1.09 24.25 

GDA -30.31 -32.36 19.21 -18.42 0 -19.65 -0.33 

NPE -15.90 -16.29 40.66 1.09 19.65 0 30.20 

LPP -40.37 -38.09 20.40 -24.25 0.33 -30.20 0 
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فرآیند استخراج  مقایسه زمانی  :7جدول 

مختلف با استفاده از  های ویژگی در روش

برای  SVM بندطبقه ی ایندیاناداده

 

 

 

 

 ويژگی استخراجی 4نمونه آموزشی و  ML ،15بند داده پاويا، طبقه

 WFLE NFLE LDA NWFE GDA NPE LPP 

WFLE 0 8.95 69.44 13.18 8.72 4.77 7.39 

NFLE -8.95 0 64.63 5.73 1.67 -2.03 0.42 

LDA -69.44 -64.63 0 -58.59 -60.60 -63.50 -61.58 

NWFE -13.18 -5.73 58.59 0 -5.85 -10.77 -7.31 

GDA -8.72 -1.67 60.60 5.85 0 -11.68 -3.66 

NPE -4.77 2.03 63.50 10.77 11.68 0 9.15 

LPP -7.39 -0.42 61.58 7.31 3.66 -9.15 0 

 ويژگی استخراجی 3نمونه آموزشی و  SVM ،5بند ، طبقه A-داده  سالیناس

 WFLE NFLE LDA NWFE GDA NPE LPP 

WFLE 0 20.66 43.44 23.84 18.78 18.18 17.13 

NFLE -20.66 0 33.59 4.68 -6.33 -6.64 -8.49 

LDA -43.44 -33.59 0 -32.44 -37.08 -37.57 -38.50 

NWFE -23.84 -4.68 32.44 0 -10.92 -11.89 -13.86 

GDA -18.78 6.33 37.08 10.92 0 -0.47 -3.04 

NPE -18.18 6.64 37.57 11.89 0.47 0 -4.96 

LPP -17.13 8.49 38.50 13.86 3.04 4.96 0 

 ويژگی استخراجی 4نمونه آموزشی و  SVM ،15بند ، طبقه A-داده  سالیناس

 WFLE NFLE LDA NWFE GDA NPE LPP 

WFLE 0 4.09 53.45 9.38 15.41 1.90 0.52 

NFLE -4.09 0 53.30 5.84 11.86 -2.22 -3.59 

LDA -53.45 -53.30 0 -51.10 -48.05 -53.44 -53.69 

NWFE -9.38 -5.84 51.10 0 6.86 -8.73 -9.94 

GDA -15.41 -11.86 48.05 -6.86 0 -16.41 -16.87 

NPE -1.90 2.22 53.44 8.73 16.41 0 -2.79 

LPP -0.52 3.59 53.69 9.94 16.87 2.79 0 

 ويژگی استخراجی 3نمونه آموزشی و  ML ،15بند ، طبقهA-داده سالیناس

 WFLE NFLE LDA NWFE GDA NPE LPP 

WFLE 0 4.10 50.69 2.59 1.89 4.00 2.60 

NFLE -4.10 0 50.20 -1.50 -2.22 0.09 -1.61 

LDA -50.69 -50.20 0 -50.43 -50.56 -50.13 -50.31 

NWFE -2.59 1.50 50.43 0 -0.76 1.63 -0.10 

GDA -1.89 2.22 50.56 0.76 0 3.62 0.80 

NPE -4.00 -0.09 50.13 -1.63 -3.62 0 -2.04 

LPP -2.60 1.61 50.31 0.10 -0.80 2.04 0 

 

تعداد 

های نمونه

 آموزشی

WFLE NFLE LDA NWFE GDA NPE LPP 

 زملن )ثانیه(
5 2.81 0.55 0.67 2.43 0.70 0.47 0.48 

15 252.27 16.00 0.73 77.54 0.81 0.59 0.49 
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هازیرنویس
                                                 

Class  

Weighted Feature Line Embedding 

Feature Line 

Linear Discriminant Analysis 

Generalized Discriminant Analysis 

Nonparametric Weighted Feature Extraction 

Neighborhood Preserving Embedding 

Locality Preserving Projection 

Nearest Feature Line Embedding 

manifold learning 

adjacency graph 

similarity matrix 

Nearest Feature Line 

feature line distance 

position parameter 

Principal Component Analysis 

regularization 

Indian 

 University of Pavia 

 Salinas-A 

Airborne Visible/Infrared Imaging Spectrometer 

Reflective Optics System Imaging Spectrometer 

Support Vector Machine 

Maximum Likelihood 
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