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Abstract:

Pistachio, a flowering plant from the Anacardiaceae family, is categorized into various types based on its physical
characteristics. Due to its high market value and nutritional importance, accurate identification and packaging based on
the pistachio variety are essential for addressing export challenges. Pistachio classification is often performed by
electromechanical machines, but these machines lack the necessary precision and can damage the pistachio kernels.
Therefore, there is a growing demand for new technologies to improve pistachio classification and separation. In this
study, we used a modified version of the MobileNetV3 deep learning model to identify different pistachio varieties.
Additionally, by leveraging the small version of MobileNet, we can efficiently deploy the trained model on
smartphones, as it is optimized for computational efficiency. The research was conducted using a dataset of 2148
images representing the Kirmizi and Siirt pistachio varieties. To increase the number and diversity of images, data
augmentation techniques were applied. This helps prevent overfitting and enables the model to generalize better to
unseen data. Our modified MobileNetV3 model achieved an accuracy of 99.30% in identifying the two pistachio
varieties, outperforming existing classification methods.
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1. Motivation of the work

Accurate classification of pistachio varieties is vital due
to their high market value and nutritional benefits,
particularly ~ for  export  markets. Traditional
electromechanical sorting machines often lack the
precision needed, leading to damaged kernels and
inefficiencies in packaging. Misclassification can
compromise product quality and hinder meeting export
standards, especially for key varieties like Kirmizi and
Siirt, which are essential for production and profitability.
Manual sorting is time-consuming and prone to human
error, underscoring the need for advanced technological
solutions. Deep learning models, such as MobileNetV3,
offer high accuracy and computational efficiency,
making them ideal for automating pistachio
classification. Deploying these models on smartphones
enhances their practicality and scalability for industrial
and commercial applications. This research aims to
bridge the gap between current inefficiencies in pistachio
sorting and the potential of deep learning technologies,
providing a robust, accurate, and efficient classification
system to improve quality control and boost the
economic viability of pistachio exports.

2. Contributions

This study introduces a novel method for classifying
pistachio varieties using a modified MobileNetV3 deep
learning model optimized for mobile deployment. Key
contributions include replacing the Flatten layer with
Global Average Pooling and adding Dense layers with
128 and 64 neurons, enhancing feature extraction and
classification accuracy while reducing computational
complexity. = Comprehensive  data  augmentation
techniques—such as rotation, translation, zooming, and
mirroring—were employed to expand the training
dataset, improving model robustness and preventing
overfitting. The proposed method achieved a
classification accuracy of 99.30%, outperforming
traditional methods like k-NN and deep models such as
VGG16 and VGGI19. Additionally, a comparative
analysis with previous research highlights the superior
performance and efficiency of the modified
MobileNetV3Small model. This work sets a new
benchmark for pistachio classification, offering practical
solutions for the agricultural industry to enhance quality
control, reduce manual labor, and increase export
reliability.

3. Procedures

The study utilized a dataset of 2,148 high-resolution
images (600x600 pixels) of pistachios from two varieties:
Kirmizi (1,232 images) and Siirt (916 images), captured
with a Prosilica GT2000C camera under controlled
conditions to minimize shadows and damage. Initial
preprocessing involved noise reduction to ensure clarity
and consistency. The dataset was split into 80% training
and 20% testing subsets. Data augmentation techniques,
including rotations up to 180 degrees, translations in four

directions by 10%, zooming by 10%, and horizontal
mirroring, were applied to increase the training data to
4,051 images, enhancing diversity and preventing
overfitting. The core procedure involved modifying the
MobileNetV3Small architecture by replacing the Flatten
layer with Global Average Pooling and adding two Dense
layers with 128 and 64 neurons. ReLU activation
functions and Dropout layers were incorporated to
improve network performance and reduce overfitting.
The model was implemented using Python and trained
with transfer learning, leveraging pre-trained weights, the
Adam optimizer, and Sparse Categorical Crossentropy
loss. Training was conducted on a system with an Intel
Core 17-8750H processor and 16 GB RAM, with images
resized to 224x224 pixels to match MobileNetV3’s input
requirements.

4. Findings

The modified MobileNetV3Small model achieved an
impressive 99.30% accuracy in classifying Kirmizi and
Siirt pistachio varieties, correctly identifying 427 out of
430 test images. This performance surpasses traditional
methods like k-NN (94.18%) and other deep learning
models such as VGG16 and VGG19 (up to 98.84%). The
confusion matrix revealed minimal misclassifications,
indicating high precision and recall. Additional
evaluation metrics, including specificity, F1-Score, and
ROC curves, confirmed the model’s superior
performance. The ROC curve exhibited a high Area
Under the Curve (AUC), demonstrating excellent
discriminative ability. Data augmentation significantly
enhanced model robustness by increasing dataset
diversity, allowing better generalization to new data.
Compared to previous studies, the proposed method not
only provided higher accuracy but also benefited from
reduced computational complexity and faster training
times, making it a more efficient and effective solution
for real-world pistachio classification.

5. Conclusion

This research successfully developed a highly accurate
method for classifying pistachio varieties using a
modified MobileNetV3Small deep learning model,
achieving 99.30% accuracy. Architectural enhancements,
including Global Average Pooling and additional Dense
layers, improved feature extraction and classification
performance while reducing computational demands.
Comprehensive data augmentation increased dataset
diversity and model robustness, effectively preventing
overfitting. The optimized MobileNetV3Small model is
suitable for deployment on mobile devices, enabling
practical applications in industrial and commercial
settings for real-time pistachio classification and quality
control. The study demonstrates the potential of deep
learning and image processing technologies to enhance
agricultural practices, providing a reliable and efficient
solution to manual and electromechanical sorting
challenges. Future work could extend the model to
classify additional pistachio varieties and integrate it into
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comprehensive quality management systems, further
improving the economic viability and operational
efficiency of pistachio production and export.
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Receiver Operating Characteristic (ROC) Curve
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