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Abstract: 

Pistachio, a flowering plant from the Anacardiaceae family, is categorized into various types based on its physical 

characteristics. Due to its high market value and nutritional importance, accurate identification and packaging based on 

the pistachio variety are essential for addressing export challenges. Pistachio classification is often performed by 

electromechanical machines, but these machines lack the necessary precision and can damage the pistachio kernels. 

Therefore, there is a growing demand for new technologies to improve pistachio classification and separation. In this 

study, we used a modified version of the MobileNetV3 deep learning model to identify different pistachio varieties. 

Additionally, by leveraging the small version of MobileNet, we can efficiently deploy the trained model on 

smartphones, as it is optimized for computational efficiency. The research was conducted using a dataset of 2148 

images representing the Kirmizi and Siirt pistachio varieties. To increase the number and diversity of images, data 

augmentation techniques were applied. This helps prevent overfitting and enables the model to generalize better to 

unseen data. Our modified MobileNetV3 model achieved an accuracy of 99.30% in identifying the two pistachio 

varieties, outperforming existing classification methods. 
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1. Motivation of the work 

Accurate classification of pistachio varieties is vital due 

to their high market value and nutritional benefits, 

particularly for export markets. Traditional 

electromechanical sorting machines often lack the 

precision needed, leading to damaged kernels and 

inefficiencies in packaging. Misclassification can 

compromise product quality and hinder meeting export 

standards, especially for key varieties like Kirmizi and 

Siirt, which are essential for production and profitability. 

Manual sorting is time-consuming and prone to human 

error, underscoring the need for advanced technological 

solutions. Deep learning models, such as MobileNetV3, 

offer high accuracy and computational efficiency, 

making them ideal for automating pistachio 

classification. Deploying these models on smartphones 

enhances their practicality and scalability for industrial 

and commercial applications. This research aims to 

bridge the gap between current inefficiencies in pistachio 

sorting and the potential of deep learning technologies, 

providing a robust, accurate, and efficient classification 

system to improve quality control and boost the 

economic viability of pistachio exports. 

2. Contributions 

This study introduces a novel method for classifying 

pistachio varieties using a modified MobileNetV3 deep 

learning model optimized for mobile deployment. Key 

contributions include replacing the Flatten layer with 

Global Average Pooling and adding Dense layers with 

128 and 64 neurons, enhancing feature extraction and 

classification accuracy while reducing computational 

complexity. Comprehensive data augmentation 

techniques—such as rotation, translation, zooming, and 

mirroring—were employed to expand the training 

dataset, improving model robustness and preventing 

overfitting. The proposed method achieved a 

classification accuracy of 99.30%, outperforming 

traditional methods like k-NN and deep models such as 

VGG16 and VGG19. Additionally, a comparative 

analysis with previous research highlights the superior 

performance and efficiency of the modified 

MobileNetV3Small model. This work sets a new 

benchmark for pistachio classification, offering practical 

solutions for the agricultural industry to enhance quality 

control, reduce manual labor, and increase export 

reliability. 

3. Procedures 

The study utilized a dataset of 2,148 high-resolution 

images (600x600 pixels) of pistachios from two varieties: 

Kirmizi (1,232 images) and Siirt (916 images), captured 

with a Prosilica GT2000C camera under controlled 

conditions to minimize shadows and damage. Initial 

preprocessing involved noise reduction to ensure clarity 

and consistency. The dataset was split into 80% training 

and 20% testing subsets. Data augmentation techniques, 

including rotations up to 180 degrees, translations in four 

directions by 10%, zooming by 10%, and horizontal 

mirroring, were applied to increase the training data to 

4,051 images, enhancing diversity and preventing 

overfitting. The core procedure involved modifying the 

MobileNetV3Small architecture by replacing the Flatten 

layer with Global Average Pooling and adding two Dense 

layers with 128 and 64 neurons. ReLU activation 

functions and Dropout layers were incorporated to 

improve network performance and reduce overfitting. 

The model was implemented using Python and trained 

with transfer learning, leveraging pre-trained weights, the 

Adam optimizer, and Sparse Categorical Crossentropy 

loss. Training was conducted on a system with an Intel 

Core i7-8750H processor and 16 GB RAM, with images 

resized to 224x224 pixels to match MobileNetV3’s input 

requirements. 

4. Findings 

The modified MobileNetV3Small model achieved an 

impressive 99.30% accuracy in classifying Kirmizi and 

Siirt pistachio varieties, correctly identifying 427 out of 

430 test images. This performance surpasses traditional 

methods like k-NN (94.18%) and other deep learning 

models such as VGG16 and VGG19 (up to 98.84%). The 

confusion matrix revealed minimal misclassifications, 

indicating high precision and recall. Additional 

evaluation metrics, including specificity, F1-Score, and 

ROC curves, confirmed the model’s superior 

performance. The ROC curve exhibited a high Area 

Under the Curve (AUC), demonstrating excellent 

discriminative ability. Data augmentation significantly 

enhanced model robustness by increasing dataset 

diversity, allowing better generalization to new data. 

Compared to previous studies, the proposed method not 

only provided higher accuracy but also benefited from 

reduced computational complexity and faster training 

times, making it a more efficient and effective solution 

for real-world pistachio classification. 

5. Conclusion 

This research successfully developed a highly accurate 

method for classifying pistachio varieties using a 

modified MobileNetV3Small deep learning model, 

achieving 99.30% accuracy. Architectural enhancements, 

including Global Average Pooling and additional Dense 

layers, improved feature extraction and classification 

performance while reducing computational demands. 

Comprehensive data augmentation increased dataset 

diversity and model robustness, effectively preventing 

overfitting. The optimized MobileNetV3Small model is 

suitable for deployment on mobile devices, enabling 

practical applications in industrial and commercial 

settings for real-time pistachio classification and quality 

control. The study demonstrates the potential of deep 

learning and image processing technologies to enhance 

agricultural practices, providing a reliable and efficient 

solution to manual and electromechanical sorting 

challenges. Future work could extend the model to 

classify additional pistachio varieties and integrate it into 
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comprehensive quality management systems, further 

improving the economic viability and operational 

efficiency of pistachio production and export. 
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 اين مقاله، انجمن مهندسین برق و الکترونیک ايران است. . ناشر© 4141 متعلق به نويسندگان آن است. ،حق انتشار اين مستند 
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 متیق وهیم نی. اشودیم میتقس یآن به انواع مختلف یاست که بسته به شکل ظاهر انیاپسته رهیاز ت دارگل یاهیپسته، گ :چکیده

بندی . دستهرودیشمار مصادرات پسته به یهابر اساس آن از چالش یبندستهنوع و ب قیدق صیدارد و تشخ ییبالا ییو ارزش غذا

و موجب آسیب به مغز پسته  زم را ندارندها دقت لادستگاه نیشود؛ اما االکترومکانیکی انجام می یهانیپسته اغلب توسط ماش

پژوهش، با استفاده از  نیمحسوس است. در ا ع پستهو جداسازی انوا بندیهدست یبرا یدیجد یهاینیاز به فناور نیبنابرا .شوندمی

 Smallنسخه  یریکارگبا به نی. همچنمیکرد ییپسته را شناسا یها، گونهMobileNetV3 قیعم یریادگیمدل  شدهاصلاحنسخه 

نگی پردازشی، برای این دلیل بهیزیرا این مدل به  ،کنیم اجراهای هوشمند تلفن را بر رویتوانیم مدل یاد گرفته شده ، مینتلیموبا

 شیافزا یاستفاده شد. برا رتیو س یزیکرم یهاپسته با گونه ریتصو 2112از  یااز مجموعه داده ق،یتحق نیا یبرا است. امر مناسب

برازش توان از بیشو ایجاد تنوع در مجموعه آموزش، می هابا افزایش دادهانجام شد.  ریتصاو یرو ییافزاداده ر،یواتعداد و تنوع تص

شبکه  شدهاصلاحسپس از نسخه را پوشش دهد.  دیجد یهاداده یبه نحو بهترجلوگیری کرد و مدل را قادر ساخت تا 

MobileNetV3 دو گونه پسته را  نیا %33.99ما توانست با دقت  یشنهادی. روش پمیپسته استفاده کرد یهاگونه ییشناسا یبرا

 ست. موجود ا یهاکند و برتر از روش ییشناسا

 

 ریپردازش تصو ،یشبکه عصب ق،یعم یریادگیپسته،  یبندطبقه: کلیدی کلمات

 پژوهشینوع مقاله: 

 

 41/41/4141 :دریافت

 41/41/4141 :بازنگری

 21/41/4141: پذیرش

 سکینه اسدی امیریدکتر  ی مسئول:نام نویسنده

 مهندسی و فناوریی دانشکده – درانمازندانشگاه  – بابلسر – مازندران –ایران  ی مسئول:نشانی نویسنده
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 مقدمه -1
پسته یک آجیل سرشار از مواد مغذی است که حاوی اسیدهای چـر  

ضروری برای قلب، پروتئین، فیبر و مواد معدنی مانند پتاسیم، منیـییم 

دلیل سبی و بـنفش مغـی پسـته بـه فردمنحصربههاست. رنگ و ویتامین

. پسته در مقایسه بـا سـایر ]4[در آن است  وجود لوتئین و آنتوسیانین

تر با محتـوای چربـی کمتـری ای سالمها دارای مشخصات تغذیهآجیل

است. کشت پسته در غر  آسیا آغاز شـد  سـپا از یریـی ایـران بـه 

 کننـدهنیتأم نیتـربیرگحوزه مدیترانه گسترش یافت. ایالات متحـده 

ن را پسـته جهـا %71پسته و سپا ترکیه و ایران کـه روی هـم رفتـه 

های . این محصول مغذی فواید بسـیاری دارد. گونـه]2[کنند تولید می

های ارجح برای افیایش تولید پسته در ترکیـه گونه 2و سیرت 4کرمییی

باشـد  از ایـن کالری می 014گرم از پسته دارای  444. هر ]1[هستند 

درصد( است. علاوه بر آن،  14تا  04رو مغی پسته منبع خوبی از چربی )

پیی و ای در صنایع شیرینیهای ظاهری، به یور گستردهدلیل ویژگیهب

 .]1،0[شود ها استفاده میتولید بستنی و انواع خوراکی

از این رو تولید پسته در بسیاری از کشورها درحال گسترش است  

هـای فیییولـوکیکی ویژگی ریتـأ با این حـال تولیـد ترـاری آن تحـت 

هـای های خالی، خشکی، شوری و بیمارینهنامطلو ، انسداد پوسته، دا

دلیل سرعت بالای گونه سیرت به ،قارچی قرار گرفته است. در این میان

دو گونه  4. شکل ]1[ترک خوردن و شکل گرد، ترجیح داده شده است 

 دهد.پسته کرمییی و سیرت را نشان می

  
  ( پسته سیرت الف( پسته کرمییی

 ه(: دو گونه رایج پست1شکل )
 

های کرمییی و سیرت تولیـد دلیل ارزش اقتصادی، گونهعلاوه بر این به

بیشتری دارند. برای افـیایش سـودآوری بـازار پسـته بـه جداسـازی و 

. از یرفـی جداسـازی بندی انواع مختلف این محصول نیـاز اسـتیبقه

دقـت پـایین بـه دلیـل کـه شود پسته اغلب به صورت دستی انرام می

 دستی جداسازی ،همچنین .زیاد است آنل خطا در احتما ،چشم انسان

 کند.نمیمحقی  با سرعت بالا راو اهداف برداشت  بودهبر زمان فرآیندی

ــازم اســت ــابراین ل ــود از تکنیــک و فناوری بن ــرای بهب ــد ب ــای جدی ه

تواند بندی انواع مختلف آن استفاده کرد. فناوری مورد استفاده مییبقه

های مناسـب و روش ا شبکه عصبی عمییب های پردازش تصویرتکنیک

 .]1،7[هوش مصنوعی باشد 

های تصویر پسته با گونه 2417ای از در این پژوهش، مرموعه داده

کرمییی و سیرت استفاده شـد. بـرای افـیایش تعـداد و تنـوع تصـویر، 

افـیایش داده، بـا ایرـاد تنـوع در روی تصاویر انرـام شـد.  1افیاییداده

کمـک کنـد و  1برازشتواند به جلوگیری از بیشیهای آموزشی، مداده

 های جدیـد را پوشـش دهـدبه نحو بهتری دادهباعث شود مدل بتواند 

بـرای  MobileNetV3سپا از نسخه اصلاح شده شـبکه عمیـی . ]7[

بندی دو گونه پسته استفاده شده اسـت. در روش پیشـنهادی بـا یبقه

توانسـتیم عملکـرد  MobileNetV3اعمال تغییراتی در ساختار مـدل 

 مدل را ارتقا ببخشیم.

بیان شده است.  2در ادامه این پژوهش، پیشینه پژوهش در بخش 

توضیح داده شـده اسـت. روش  1مورد استفاده در بخش  مرموعه داده

از نتـای  حاصـل  0عرفی شده است. در بخش م 1پیشنهادی در بخش 

اسـت. در  معیارهای ارزیابی مختلف و ماتریا سـردرگمی آورده شـده

 ارائه شده است. 1گیری در بخش نهایت نتیره

 

 پیشینه پژوهش -2

 نیماش یریادگیو  ریپردازش تصو یهاکی[ از تکن1و همکاران ] اوزکان

 یییکرم یهابه یور خاص پسته دو نوع مختلف پسته یبندیبقه یبرا

پژوهش مشـابه  نیاستفاده شده در ا تاستی. دکردنداستفاده  رت،یو س

مـورد اسـتفاده قـرار گرفتـه  ییحاضر ن وهشاست که در پژ یتتاسیبا د

بـه دقـت  0یههمسـا نیترکیـنید kبندی یبقه از استفاده با . آناناست

  ینتا سهیمقا یبرا ییمبنا تواندیامر م نیا .دندیرس %71.47 تشخیص

  ارائه شده توسط اوزکان و همکاران باشد.  یحاصل از پژوهش ما با نتا

و  ریپـردازش تصـو یبـر مبنـا سـتمیس کی[ 44] و همکاران دیام

پوست شده به  یهاپسته یبندیبقه یبرا نیماش یریادگی یهاکیتکن

جسـتروی  یهـاتمیالگور در ایـن پـژوهش، پن  دسـته ارائـه کردنـد.

اسـتفاده  یبنـدیبقه یبـرا 1یبانیبردار پشت نیماش و 1معماری عصبی

 .شد

دو نـوع پسـته  یررس[ در پژوهش خود به ب44و همکاران ] نگیس

دو نوع پسته از  نیا یبندیبقه یها براپرداختند. آن رتیو س یییکرم

ــعم یســه شــبکه عصــب  VGG19و  AlexNet ،VGG16شــامل  یی

دست  %77.41و  %77.71، %71.12به دقت  بیاستفاده کردند و به ترت

مـورد اسـتفاده در پـژوهش  تاستیمشابه با د یتاستیاز د هاآن. افتندی

حاصـل   ینتا میمستق سهیموضوع امکان مقا نی. استفاده کردندحاضر ا

بـه عنـوان  تواندیو م کندیرا فراهم م یبندمختلف یبقه یهااز روش

مـورد اسـتفاده در  یهاتمیها و الگورعملکرد مدل یابیارز یبرا یاریمع

 شود. گرفتهپژوهش ما در نظر 

ـــده ـــاران ] ری ـــبکه[ از 42و همک ـــب هایش ـــن یعص  یکانولوش

از مغیهـا اسـتفاده  یانـواع مختلفـ یبنـدیبقه یبرا دهیدآموزششیپ

 دست یافتند. %77برابر با  یکردند و دقت

 ییـعم یعصـب یها[ با استفاده از شبکه41و همکاران ] زادهعباس

 .درصد رساندند 74.1 هرا ب و یسالم و مع یهاپسته یبندیبقه دقت

 و یـسالم و مع یهاهپست یبندیبقه ی[ برا41و همکاران ] ینید

 یکانولوشـن یعصب یهااستفاده کردند که براساس شبکه یتمیاز الگور

 71.2و  70.7 بیـرا به ترت هایبندیبقهبود و دقت  دهیموزش دآ شیپ

 درصد گیارش کردند.
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در  7یپـارتو کوانتـوم ی[ از شبکه عصـب40و همکاران ] کاساسنت

 77محصـول بـه دقـت  تیـفیک نییعت راستفاده کردند و د یبندیبقه

 .دندیدرصد رس

توانسـت یه دادنـد کـه مـئـارا یتمی[ الگـور41و همکاران ] نیچت

 صیدهد. روش تشخ صیبا پوست باز را از پوست بسته تشخ یهاپسته

کردنـد و یبرخورد م یفولاد یاها به صفحهصورت بود که پسته نیبه ا

متفاوت  بستهشده در حالت باز و  دیتول یصدا ، کهشدیم دیتول ییصدا

 بود.

یادگیری عمیی  مدلهای و K-NN های قبلی مانند مدل سنتیروش

هایی مواجه هستند. برای نمونه، با چالش، VGG19و  VGG16مانند 

ها و پارامترها، به دلیل تعداد زیاد لایه های یادگیری عمییاین مدل

که در این   MobileNetV3Smallد. در مقابل،نکارایی کمتری دار

تر خود، عملکرد تر و بهینهشده است، با یراحی سبک استفادهله مقا

بهتری را ارائه داده است. علاوه بر این، در این پژوهش، تغییراتی در 

اعمال کردیم که شامل استفاده از  MobileNetV3Small معماری

و افیودن دو  Flatten به جای لایه Global Average Pooling لایه

 Global نرون بعد از لایه 11و  427یب با به ترت Dense لایه

Average Pooling  اند تا مدل با است. این تغییرات باعث شده

بندی تر، دقت بالاتری در یبقهپارامترهای کمتر و تنظیمات بهینه

تصاویر پسته به دست آورد. این ترکیب، تعادلی مناسب بین پیچیدگی 

ها را بهتر یاد ه تا ویژگیو کارایی فراهم کرده و مدل را قادر ساخت

 .بندی بهبود یابدبگیرد و عملکرد یبقه

 

 مجموعه داده -9
 144های مورد استفاده در این پژوهش شامل تصاویری بـا وضـوح داده

هایی با دو نوع کرمییی و سیرت هستند که بـا پیکسل از پسته 144در 

متری از سـانتی 40از فاصـله  Prosilica GT2000Cدوربین عکاسـی 

ها و خرابـی، تصـاویر در انـد. بـرای کـاهش سـایههـا  بـت شـدهستهپ

هـای ها بـا اسـتفاده از تکنیکهای مخصوص  بت شده و نویی آنجعبه

نمونه تصویر برای این دو نـوع  2417پردازش تصویر حذف شده است. 

تصویر از نـوع  741تصویر از نوع کرمییی و  4212پسته وجود دارد که 

نشـان  2ه از تصاویر این مرموعه داده در شکل سیرت است. چند نمون

 داده شده است.

 
دو گونه پسته  یمجموعه داده برا ریاز تصاو یا: نمونه(2)شکل 

 رتیو س یزیکرم

 روش پیشنهادی -1
شـده ارائـه های پسته گونه شناساییبرای  یاین مقاله، روش جدیددر 

است به  ابتدا مرموعه داده که شامل دو کلاس کرمییی و سیرت. است

شـود. سـپا تقسیم می 24به  74با نسبت  آزموندو بخش آموزش و 

یابنـد. افیایی افیایش میهای آموزشی با فرآیند دادهتعداد و تنوع نمونه

ها آمـوزش کند تا با تنوع بیشتری از دادهاین فرآیند به مدل کمک می

بود یافتـه در پایان با استفاده از نسخه بهببیند و بتواند بهتر عمل کند. 

ــی  ــیی و MobileNetV3Smallشــبکه عصــبی عمی ــه کرمی ، دو گون

شـوند. مراحـل روش پیشـنهادی در سیرت با دقت بالایی شناسایی می

 نشان داده شده است. 1شکل 

 

 
 در روش پیشنهادی در شناسایی پسته(: طرح کلی مراحل 9شکل )

 

 پردازشپیش -1-1
ازش، ابتـدا مرموعـه داده بـه دو دسـته آمـوزش و پرددر مرحله پیش

مـورد  مرموعـه دادهیور که اشاره شـد، شوند. همانتقسیم می آزمون

گیـرد کـه شـامل تصویر از دو گونه پسته را در بـر می 2417استفاده، 

 74 .تصویر از گونه سیرت اسـت 741تصویر از گونه کرمییی و  4212

مـدل  آزمـونبـرای  %24ری مدل و ها برای فرآیند یادگیدرصد از داده

هایی که در فرآیند یادگیری مـدل مـورد شود. از میان دادهاستفاده می

و مـابقی بــرای  7آن بــرای اعتبارسـنری %24گیـرد، اسـتفاده قـرار می

شود. بـرای بهبـود فرآینـد یـادگیری مـدل، درنظر گرفته می 44آموزش

 یـیافیادادهه است. های آموزش انرام شدافیایی روی نمونهفرآیند داده

. شودیها گفته مشمارِ داده شیافیا یبرا ییبه سازوکارها ،یکاودر داده

های موجود یـا هایی از دادهها و نمونههای جدید با ایراد کپیاین داده

د شون، تولید میکنونیهای های جدید با الگوبرداری از دادهساخت داده

تصـویر بـه  1404صـاویر آمـوزش، افیایی بـر روی تبا انرام داده [.41]

افیایی، از تعداد تصاویر اعتبارسنری و آموزش اضافه شد. در فرآیند داده
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درجه، انتقال تصویر به چهار جهـت بـا  474چرخش تصاویر با حداکثر 

درصـد و همچنـین  44درصد، بیرگنمایی تصاویر بـا میـیان  44مییان 

ی از تصـاویری کـه بـا هایسازی تصاویر استفاده شده اسـت. نمونـهآینه

 نشان داده شده است. 1در شکل  اندشدهافیایی تولید داده

 افزاییتصاویر تولید شده در فرآیند داده: (1)شکل 

 

 نتنسخه اصلاح شده شبکه عصبی موبایل -1-2
 یهـایژگیاست که و ییعم یهااز شبکه نوعیکانولوشن  یشبکه عصب

و به یور  کندیمتعدد استخراج م کانولوشنی یهاهیلا ییررا از ی ریتصو

 شی. بـا افـیاردیـگیمورد استفاده قرار م ریتصاو یبندگسترده در یبقه

پـردازش  تلفـن همـراه یهادستگاه ی که توسطریتصو یهاتعداد داده

شـده   یـهمـراه را یهادر تلفن یعصب یهااز شبکه فاده، استشوندمی

افیار ها بـه محاسـبات گسـترده و سـختشـبکه نیحال، ا نیاست. با ا

همـراه را دشـوار  یهـابـا تلفن هـاآن یدارند که سـازگار ازین شرفتهیپ

 توانـدیمـ MobileNetدر این میان شـبکه یـادگیری عمیـی  .کندیم

 یبندیبقه یواقع یکاربردها یو دقت برا ییکارا نیب ی راتعادل مناسب

 MobileNetV3 . معمـاری]47[ دهمراه فراهم کن یهادر تلفن ریتصو

یـد جد هایروشو ی عصب یمعمار یجسترو تمیبا استفاده از الگورکه 

تلفـن  یهااسـتفاده در دسـتگاه ی وسازنهیبه یبرا ،یراحی شده است

-MobileNetV3و  MobileNetV3-Large .رودبـه کـار مـیهمراه 

Smallشــده و جدیــد هســتند کــه بــرای اســتفاده در ، دو مــدل بهینه

ها بـرای اند. ایـن مـدلیراحـی شـده کـمیا  زیادسناریوهایی با منابع 

 یهـابـا اسـتفاده از روش بندی اشیاء کـاربرد دارنـد.شناسایی و دسته

ــرفتهیپ ــد ش  Lite Reduced Atrous Spatial Pyramid مانن

Pooling (LR-ASPP)ــرعت ا ــت و س ــ، دق ــدل نی ــبم ــه  تها نس ب

 .]47[ است افتهیبهبود  یقبل یهانسخه

 یهـاهیـلانت، مدل پایه موبایل استفاده از در این پژوهش علاوه بر

ه شـد ها بـه شـبکه اضـافهیژگیو یبنداستخراج و یبقه یبرا یشتریب

 Global Averageهـای کانولوشـن، از یـک لایـه . پـا از لایـهاست

Pooling   استفاده شده است که جایگیین بهتـری بـرای لایـه سـنتی

Flatten ن لایه با محاسبه میانگین ابعـاد فاـایی و تبـدیل ایباشد. می

 یهاهیسپا، لا .کندتر میها را آسانها به یک بعد، تشخیص ویژگیآن

Dense نیـشـوند. ا یبنـدیبقه اهـیژگیتا و شوندیبه شبکه اضافه م 

اسـتخراج شـده و  یهایژگیدر و دهیچیپ یالگوها یریادگی یبرا هاهیلا

. شـوندیمختلف استفاده مـ یهابه دسته ریاوتص یبندانرام یبقه یبرا

 مؤلفهو تبدیل آن به شبکه  ییبهبود توانا یبرا ReLU یسازتابع فعال

از  .شـودیها اسـتفاده مـدر داده دهیچیارتبایات پ تحلیلدر غیرخطی 

از  یکسر یبه یور تصادف نیی استفاده شده است تا Dropoutیک لایه 

و در نتیرــه، از  کنــدرهــا  را در یــول آمــوزش یورود یواحــدها

شـبکه  های موجود جلوگیری کند. معماریبرازش مدل روی دادهبیش

نشان داده شـده اسـت.  0یافته در شکل نت بهبودعصبی عمیی موبایل

 انرام شده است، در روش پیشنهادی بر روی این معماری ی کهتغییرات

 به صورت بلوک سبی رنگ نشان داده شده است.

 

 

 
 

 نتماری نسخه بهبود یافته موبایل(: فلوچارت مع5شکل )
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 سازیپیاده نتایج -5
در این مقاله روش جدیدی برای تشخیص دو گونـه پسـته ارائـه شـده 

، 44است. برای سنرش عملکـرد روش پیشـنهادی، از معیارهـای دقـت

 ، و40نمودار دقت و خطا، Score-F1و  41، تشخیص41، یادآوری42صحت

استفاده شده است. در  ROC41و نمودار  41همچنین ماتریا سردرگمی

پایان نیی نتای  حاصل از روش پیشنهادی را با کارهای پیشین مقایسـه 

 دهنده برتری روش پیشنهادی است.نمودیم، که نشان
 

 ماتریس سردرگمی -5-1
 یبنـدو یبقه نیماش یریادگیدر  است که یجدول سردرگمی ایماتر

 گرافیکی با نمایش شود ومدل استفاده میعملکرد  یبایارز یبرا یآمار

ارائـه  یواقعـ ریبـا مقـاد سـهیدر مقا را هاینیبشیاز پ یاخلاصه نتای ،

شده اسـت کـه بـه  لیها تشکو ستون هافیاز رد ایماتر نی. ادهدمی

 .دهندیرا نشان م یواقع یهاشده و کلاس ینیبشیپ یهاکلاس بیترت

 اندشـده یبنـدیبقه یاست که به درست ییهاونهنم انگرینما یقطر اصل

، شیوه نمایش ماتریا سردرگمی را برای یک مسـئله دو 1. شکل]24[

 دهد.کلاسه نشان می

 

 
 برای یک مسئله دو کلاسه (: نمایش ماتریس سردرگمی6شکل )

 

بـه  یرسـتکـه بـه د یی استهاتعداد نمونهبیانگر  TP47در این جدول، 

که  یی استهاتعداد نمونهبیانگر  TN47. اندشده ینیبشیعنوان مثبت پ

تعـداد بیـانگر  FP24. اندشـده ینـیبشیپ یبـه عنـوان منفـ یبه درست

 FN24. اندشده ینیبشیکه به اشتباه به عنوان مثبت پ یی استهانمونه

 ینـیبشیپ یکه به اشتباه به عنـوان منفـ یی استهاتعداد نمونهبیانگر 

 .اندشده
 

 معیارهای ارزیابی -5-2
تـوان های ماتریا سـردرگمی، میبا استفاده از مقادیر موجود در درایه

به معیارهای ارزیابی مختلف دست یافـت. فرمـول محاسـبه هـر معیـار 

 .]24،22[ارزیابی در پایین ذکر شده است 

 
 

 نتایج روش پیشنهادی -5-9
مـدل  سـازی شـد.پیـاده تونیپـا یسینوان برنامهزب روش پیشنهادی با

MobileNetV3  سـازنهیبه ی،انتقـال یریادگیاز استفاده با Adam ، و

. داده شـدآموزش  Sparse Categorical Crossentropy تابع خطای

 41و  Intel Core i7-8750Hپردازنده  ی باستمیس یبر رو هاشیآزما

 144در  144ابعـاد بـه  کـه ریانرام شد. تصاو RAMحافظه  تیگابایگ

 کسـلیپ 221در  221اندازه داده شدند و به ابعاد  رییتغ بودند، کسلیپ

 یمـاتیتنظ نیند. همچنـوشـ آمادهآموزش مدل  کاهش یافتند تا برای

 تریهنیآموزش به ،دیدهآموزششیپ یهاانرام شد تا با استفاده از وزن

ر دوره از اجـرای ، مییان دقت و خطای مدل در هـ1گیرد. شکل انرام 

 دهد.فرآیند یادگیری را نشان می

 

  

  ( نمودار خطا الف( نمودار دقت

 اجرای یادگیری مدل یهادوره(: نمودار دقت و خطا در 7شکل )

 

ماتریا سردرگمی حاصـل از روش پیشـنهادی بـرای دو گونـه پسـته 

همـان یـور کـه از نشان داده شده است.  7کرمییی و سیرت در شکل 

قادر اسـت  یبه خوب یشنهادیروش پ استمشخص  یسردرگم ایماتر

 کند. ییشناسا یهر دو کلاس را با دقت خوب هاینمونه

 

168

 [
 D

O
I:

 1
0.

61
18

6/
jia

ee
e.

22
.1

.1
33

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

ae
ee

.c
om

 o
n 

20
26

-0
2-

16
 ]

 

                             8 / 11

http://dx.doi.org/10.61186/jiaeee.22.1.133
http://jiaeee.com/article-1-1725-en.html


 414-411، صفحات 4141 بهار ،سال بیست و دوم، شماره اولنشریه مهندسی برق و الکترونیک ایران، 

 

 
 رتیو س یزیدو کلاس کرم یبرا یسردرگم یهاسی: ماتر(2)شکل 

 

مدل را در  ییتوانا نمایش داده شده است، 7که در شکل  ROC نمودار

 ریـ. مسـاحت زدهـدینشـان مـ یمثبت و منفـ یهانمونه نیب کیتفک

 یکلـ یابیـارز یجـامع بـرا یاریـبـه عنـوان مع یین 22(AUC) یمنحن

 .شودهای پسته استفاده میگونه صیعملکرد مدل در تشخ

 
 

 

 
 ش پیشنهادی روی مجموعه داده پستهرو ROC: نمودار (3)شکل 

 

دهـد. های ارزیابی روش پیشنهادی را نشان مـی، نتیره معیار44شکل 

هـای پیشـین پـژوهش در این شکل، روش پیشنهادی با بهترین نتیره

یــور کــه از نتــای  مشــخص اســت، روش مقایســه شــده اســت. همــان

بنـدی پسـته دارد. حـداکثر دقـت پیشنهادی عملکرد بهتری در یبقـه

تصـویر  114تصویر از  121آمد که  به دست %77.14روش پیشنهادی 

  بندی کرد.پسته را به درستی دسته

 
 

 های دیگر: مقایسه نتیجه معیارهای ارزیابی حاصل از روش پیشنهادی با بهترین مدل پژوهش(19)شکل 

 

های پیشـین روش پیشنهادی روی مرموعه داده پسته با سایر پژوهش

بـا نمایش داده شـده اسـت.  4ول و نتای  در جدنیی مقایسه شده است 

توجه به نتـای  بـه دسـت آمـده، روش پیشـنهادی مـا در تشـخیص و 

های موجـود های پسته عملکرد بهتری نسبت به روشبندی گونهدسته

  گردد: استفاده از معماریدارد. این بهبود دقت به چند دلیل اصلی برمی

MobileNetV3Small که بـه دلیـل یراحـی بهینـه و سـبک خـود ،

توانسته است با کاهش پیچیدگی محاسباتی و تعـداد پارامترهـا، دقـت 

های و مــدل K-NN های ســنتی ماننــدبالــاتری را نســبت بــه مــدل

 تر ماننـدهای پیچیـدهارائـه دهـد. مـدل VGG16 تری ماننـدپیچیده

VGG16 ها و پارامترهــا، نیازمنــد منــابع بــه دلیــل تعــداد زیــاد لایــه

ه ممکن است منرـر بـه افـیایش خطـا و محاسباتی بیشتری هستند ک

 کاهش دقت شود. علاوه بـر ایـن، بـا تغییراتـی کـه در سـاختار مـدل

VGG16  ،در منرر بـه بهبـود عملکـرد آن مـدل شـدیم. ارائه نمودیم

 بـه جـای لایـه  Global Average Poolingروش پیشنهادی، از لایه

Flatten استفاده شده است. همچنین دو لایه Dense 427ب با به ترتی 

اضافه شده است.   Global Average Pooling نرون بعد از لایه 11و 

هـا را بهتـر شود تا مدل بتواند ویژگیها سبب میاین افیایش تعداد لایه

بندی بهبود یابد. همچنین، در این پژوهش از یاد بگیرد و عملکرد یبقه
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مرموعـه  افیایی استفاده شده است که با افیایش تنـوع درتکنیک داده

تری آموزش های مختلف و متنوعها، مدل را قادر ساخته تا با نمونهداده

های بندی گونـهببیند. این امر به بهبود دقت مدل در تشخیص و دسته

سـازی فرآینـد پسته کمک شایانی کرده است. علاوه بـر ایـن، بـا بهینه

آموزش  ایآموزش و تنظیمات هایپرپارامترها، توانستیم مدل را به گونه

های پسـته بندی گونهدهیم که بهترین عملکرد را در تشخیص و دسته

اند که روش پیشـنهادی داشته باشد. این عوامل به یور کلی باعث شده

های موجود داشته باشد و بتواند به یور ما دقت بالاتری نسبت به روش

 .بندی کندهای پسته را شناسایی و دستهمو رتری گونه

 
 

 

 

 های پسته کرمیزی و سیرتندی گونهبهای انجام شده برای دسته: مقایسه روش پیشنهادی با پژوهش(1جدول )

 Specificity F1-Score Recall Precision Accuracy بنددسته روش

Ozkan [3] KNN 4.7114 4.7171 4.7110 4.7041 4.7147 

Singh [9] AlexNet 4.7700 4.7171 4.7717 4.7404 4.7112 

Singh [9] VGG19 4.7144 4.7721 4.7741 4.7112 4.7741 

Singh [9] VGG16 4.7744 4.7771 4.7701 4.7727 4.7771 

 MobileNet 4.7717 4.7717 4.4444 4.7717 4.7714 مدل پیشنهادی

 

 

 یریگجهینت -6
های پسته ارائـه شـده روش جدیدی برای شناسایی گونه مقاله، نیدر ا

بــا تغییراتــی کــه در ســاختار مــدل  اســت. در روش پیشــنهادی،

MobileNetV3  ایرــاد نمــودیم، توانســتیم قابلیــت ایــن مــدل را در

بهبــود ببخشــیم. در روش  %77.14بــه  هــای پســتهگونــه یبنــدیبقه

 Flatten، به جای لایه Global Average Poolingپیشنهادی، از لایه 

 11و  427بـه ترتیـب بـا  Denseاستفاده شده است. همچنین دو لایه 

اضافه شـده اسـت. ایـن  Global Average Poolingنرون بعد از لایه 

ها را بهتر یـاد شود تا مدل بتواند، ویژگیها سبب میافیایش تعداد لایه

بندی بهبود یابد. همچنین، در این مقاله از نسخه بگیرد و عملکرد یبقه

دو گونـه بندی برای یبقه MobileNetV3Small ییعم یشبکه عصب

استفاده شده است. این مـدل بـرای یـادگیری،  رتیو س یییکرمته پس

های صـنعتی، توان از آن علاوه بر دستگاهمیسازی شده است. لذا بهینه

هـای هوشـمند بـا های قابـل حمـل ماننـد موبایـل یـا تلفندر دستگاه

 های صنعتی یا تراری، نیی استفاده کرد.کاربری
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