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Abstract    :   

Recommender systems are one of the most important topics in academia and industry. With the increase in the volume 

of information and data, it has become confusing and sometimes impossible for users to access the required services 

without using recommender systems. So far, various techniques have been proposed for this purpose such as 

collaborative filtering, matrix factorization, logistic regression, neural networks, etc. However, most of these methods 

suffer from two limitations: (1) considering the recommendation as a static procedure and ignoring the dynamic 

interactive nature between users and the recommender systems; (2) focusing on the immediate feedback of 

recommended items and neglecting the long-term rewards. In this research, the modeling of interactions between users 

and items is done using an improved deep reinforcement learning method which can consider both the dynamic 

adaptation and long term rewards. The results of the experiments show that the proposed algorithm performs better than 

other methods. 
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1. Motivation of the work 
With the rise of online services like shopping, news, and 

social networks, it has become very convenient to buy 

goods, books, videos, and news through the Internet or 

mobile devices. Despite this convenience, the large 

number of items available also presents a considerable 

challenge for users in finding items that interest them. 

Recommendation is a commonly utilized remedy and 

different sets of methods have been suggested in this 

area, including content-based collaborative filtering [1], 

matrix factorization based methods [2] and deep learning 

models [3]. The studies mentioned have two significant 

limitations in common [4]. Firstly, the recommendation 

procedure is generally seen as a static process, meaning 

they assume that the user's underlying preference remains 

unchanged. Secondly, the studies mentioned earlier are 

trained by maximizing the instant rewards of suggestions, 

focusing solely on whether the suggested items are 

clicked or used, and ignoring the long-term impact the 

items can have. This leads to a considerable decrease in 

the performance of recommender systems. The 

motivation behind the current work was to find a solution 

to the problem mentioned earlier by presenting an 

improved deep reinforcement learning method.    

 

2. Contributions 
The paper's key contributions can be outlined as follows: 

We present a recommendation framework based on deep 

reinforcement learning. The proposed framework differs 

from traditional approaches by utilizing an Actor-Critic 

architecture and viewing recommendation as a sequential 

decision-making process that considers both immediate 

and long-term rewards. Also, the interactions between 

users and items can be explicitly modeled. One of the 

most important advantages of the proposed system is its 

more effective network updating. In fact, the proposed 

system includes a public network and several separate 

actor and critic networks, each of which is executed in 

different threads and obtains its experience from the 

interaction between the user and the item, and after 

improvement, copies its weight to the public network. In 

this step, a set of transfer steps are extracted from the 

buffer so that the algorithm's update mechanism starts 

and finally desired items to the user can be 

recommended.  

 

3. rocedures 
The current study's procedure consists of the following 

steps: 1) Data preparation, 2) Generating a model for 

user-item interactions, 3) Generating a model for 

predicting the user's score to the item, 4) Designing actor 

network, 5) Designing critic network, 6) Designing state 

representation module, 7) Designing experience replay 

module. Fig. 1 illustrates the structure of the proposed 

recommendation system. 

 

 

 

 
Fig. 1 Flowchart of the proposed recommendation system. 

4. Findings 
The experiments were conducted using the following 

real-world publicly available datasets: MovieLens 

(100k), MovieLens (1M) and Jester. Precision@k and 

NDCG@k were utilized as metrics to evaluate the 

performance of our proposed approach. We compared the 

proposed recommendation system against four of the 

most widely used methods, namely Popularity, PMF, 

SVD++ and DRR [5]. The results of experiments 

demonstrate that the proposed recommendation system 

outperforms the competitors in terms of the quality of the 

solutions obtained. This confirms that our approach is 

very effective and can replace previously used strategies. 

 

5. Conclusion 
In this paper, a recommendation framework based on 

deep reinforcement learning has been proposed. So far, 

several recommender systems have been developed each 

of which uses a different strategy. In contrast to the 

previously introduced recommender systems, our 

proposed method views recommendations as a series of 

decisions and utilizes an Actor-Critic learning approach 

that considers both short-term and long-term rewards. A 

state representation module is also included in the 

proposed method, along with instantiation structures that 

can explicitly capture the interactions between users and 

items. The proposed method has been shown to 

outperform four well-known and widely-used 

competitors in extensive experiments conducted on three 

real-world datasets that acknowledges its effectiveness 

and usefulness.  
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 اين مقاله، انجمن مهندسین برق و الکترونیک ايران است. . ناشر© 4141 متعلق به نويسندگان آن است. ،حق انتشار اين مستند
 ستناد صحیح به مقاله و با رعايت شرايط مندرج در آدرس زير مجاز است. ا بر مشروطآن  از غیرتجاری استفادهاين مقاله تحت گواهی زير منتشرشده و هر نوع  
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گر با هیتوص یهاستمیها در ستمیکاربران و آ نیتعاملات ب نهیبه یسازمدل

 افتهیبهبود  قیعم یتیتقو یریادگیروش  کیاستفاده از 
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. علت اهمیت استنه آکادمیک و هم در زمینه صنعت گر یکی از مباحث بسیار مهم هم در زمیهای توصیهسیستم :چکیده

ها، دسترسی کاربران به خدمات و افزایش حجم اطلاعات و گسترش دادهگر ناشی از این حقیقت است که با های توصیهسیستم

گر به یک امر سر در گم کننده و گاها غیر های توصیه، بدون استفاده از سیستمهای مورد نیاز خودشان در میان انبوه اطلاعاتسرویس

 و کیلجست ونیرگرس ،یسیماتر یریفاکتورگ ،یمشارکت ینگلتریز جمله فا یمختلف یهاتاکنون روش شود.ممکن تبدیل می

ها ستمیس نیا تیمحدود نیهستند. اول یخاص یهاتیمحدود یها داراروش نیاند که اکثر اارائه شده نهیزم نیدر ا یعصب یهاشبکه

 یهااشپاد یها تمرکز کردن بر روستمیس نیدر ا تیمحدود نیدر گذر زمان و دوم ستمیثابت بودن و عدم توجه به تعاملات کاربر با س

 تمالگوری کیها با استفاده از تمیکاربران و آ نیتعاملات ب یسازمدل ق،یتحق نی. در ااستبلند مدت  یهاو عدم توجه به پاداش یآن

ذر زمان بهبود با گ ایپو ندیآفر کیخود را بصورت  هایمیگر تصمهیتوص ستمیتا س ردیگیصورت م افتهیبهبود  قیعم یتیتقو یریادگی

در نظر  زیبلند مدت را ن یهادر بدست آوردن پاداش میآن تصم راتیتاث ،اخذ شده هایی حاصل از تصمیمآن ازیبر امت علاوهداده و 

 ها داشته است.روش رینسبت به سا یعملکرد بهتر یشنهادیپ تمیالگور که دهدینشان م هاشیحاصل از آزما جی. نتاردیبگ

 هاتمیکاربر و آ هایتعامل ،یهوش مصنوع ،ی عمیقتیتقو یریادگیگر، هیتوص یها ستمیس: کلیدی کلمات

 پژوهشینوع مقاله: 

 22/41/4142: دریافت

 22/42/4142 :بازنگری

 44/41/4143: پذیرش

 بهروز کوهستانیدکتر  ی مسئول:نام نویسنده

 دانشکده مهندسی برق و کامپیوتر –دانشگاه تبریز  - تبریز -ایران  ی مسئول:نشانی نویسنده
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 414-414، صفحات 4141 بهار ،سال بیست و دوم، شماره اولنشریه مهندسی برق و الکترونیک ایران، 

 مقدمه -1
 ،ینترنتیا یهافروشگاه لیاز قب برخط یهاسیسرو شیبا افزا

 ر،گید ینترنتیو هزاران خدمات ا یاجتماع یهاشبکه ،یخبر یهاتیوبسا

 ریها، اخبار و ساکتاب ،اتنابع مختلف از جمله محصولبه م یدسترس

 ،بوجود آمده یراحت نیراحت و آسان شده است. در کنار ا یلیموارد خ

راحت کاربران به  یارائه دهنده خدمات و دسترس ادیز ادبا توجه به تعد

هم چالش م کیبه  طیو شرا قیمنابع، انتخاب موارد منطبق بر علا یتمام

 جهت یادیکه کاربران با صرف مدت زمان ز یشده است به طور لیتبد

 شوندیکردن آن نم دایمورد نظر خود، نه تنها موفق به پ تمیبه آ یابیدست

 یمنف دید کیمورد نظر را ترک کرده و  تیسا یسردرگم شیبلکه با افزا

سب . حال، ککنندیم دایمورد نظر پ تیارائه محتوا در سا وهینسبت به ش

 اریرا در اخت یاز اطلاعات جامع یمیحجم عظ نکهیکار مورد نظر با ا

خود  تیوب سا یبازده شیافزا ایموفق به فروش و  ،کاربران قرار داده

گر یک راه حل گسترده برای حل این توصیههای سیستمشود. ینم

تلاش بر این است تا با حدس زدن  هاکه در این سیستمباشند مشکل می

 اساییترین کالا به سلیقه او را شنترین و نزدیکمناسب ،شیوه تفکر کاربر

با  یتگر متفاوهیتوصهای سیستمتاکنون . کنیمو به او پیشنهاد  کرده

ته مختلف به کار گرف یهانهیشده و در زم یسازادهیپ یگوناگون هایروش

 4توامح بر یمبتن نگیلتریفبه  توانیها مروش نیاز جمله ا. ]4 [اندشده

 یهامدل و ]2-1[ 2یسیماتر یریبر فاکتورگ یمبتن یهاروش، ]2-1[

ر ب یمبتناساس کار فیلترینگ  اشاره کرد. ]24-44[ 3قیعم یریادگی

بر این فرضیه استوار است که اشخاصی که در گذشته سلیقه  محتوا

ها سلیقه مشابهی خواهند داشت و آیتماند در آینده هم مشابهی داشته

یکی از مشکلات اساسی در پسندند. های یکسانی را میو سرویس

یرا در ز پردازشی زیاد برای توصیه است بار ، بر محتوا یمبتنفیلترینگ 

. ]43[ ها بسیار زیاد استداد کاربران و آیتمتع ،محیط اجرای آن

ها نیز یک مشکل دیگر به ، پراکندگی اطلاعات در این سیستمهمچنین

ها کاربر فقط با تعداد زیرا در مقابل حجم زیادی از آیتمآید حساب می

رد عملک بر محتوا یمبتندر واقع فیلترینگ  اندکی از آن ها تعامل دارد.

همانطور که  .دهدها از خود نشان میپراکندگی دادهضعیفی را در مقابل 

 کاربران و یها باعث کاهش سردرگمستمیس نیاستفاده از ا ،شد انیب

مورد نظر در مدت زمان کمتر شده است که  تمیبه آ یابیدست نیهمچن

 زانیم شیکاربران بلکه باعث افزا شتریب تیرضاامر نه تنها سبب  نیا

 ،هااین سیستم شود.یم ینترنتیا یهااهفروش محصولات در فروشگ

نویز را در  و کنندهای اضافی یا ناخواسته را از پایگاه داده حذف میداده

ولا پیشنهادات به انواع مختلف . معمدهندسطح معنایی کاهش می

کنند، از جمله اینکه کدام محصول را گیری اشاره میهای تصمیمیندفرآ

حال،  نیبا ا. و یا کدام خبر را بخوانم وش کنم،بخرم، به کدام موسیقی گ

مختلف و با گذر زمان و  یهاکسب و کار یها بر روستمیس نیبا اعمال ا

شده  گزارشها ستمیس نیدر استفاده از ا یمشکلات یبهبود تجربه کاربر

 1گرهیتوص یهاستمیمختلف س یهاتمیراز مشکلات عمده الگو یکیاست. 

پارامتر  کیمورد نظر به کاربر به عنوان  تمیآ هیتوص فرآیندنگاه کردن به 

کاربر با گذر زمان و با توجه به  هایحیکه ترج یدر صورت ،استثابت 

 هیمشکل توص نی. دوم]43[ کندیم دایپ رییروزانه تغ یازهایو ن دادهایرو

در لحظه حال و عدم توجه  ازیامت نیشتریدر بدست آوردن ب یها سعگر

 در صورتی که، است یاپیپ یهاهیبدست آمده در توص ازیبه مجموع امت

 .]43[ از اهمیت زیادی برخوردار استبدست آوردن امتیاز در بلند مدت 

ن ممک سیکاربر برنامه نو کی یبرا یخبر تیسا کیبه طور مثال، در 

خبر در مورد خودرو  کیو  یسیخبر در مورد زبان برنامه نو کیاست 

است  نیا نجایدر ا یاتینکته ح یباشند ول کسانیاحتمال مشاهده  یدارا

 نیدر ا یشتریب یدارد تا خبرها لیکه کاربر با مشاهده کدام اخبار تما

 نیرشیکاربر در سامانه به ب یماندگار تیرا مطالعه کند تا در نها نهیزم

های مبتنی بر اخیرا روشبرسد. ممکن  ازیامت نیبه بالاتر ایزمان و 

 پتانسیل خوبی را در حل مسائل مختلف ]14[ 1یادگیری تقویتی عمیق

از خود نشان  ]48[ گرهای توصیهسیستم در زمینه از جمله ]41-47[

 افتهیبهبود  قیعم یتیتقو یریادگیروش  کی ،در این تحقیق اند.داده

شود. ارائه می هاتمیکاربران و آ نیتعاملات ب نهیبه یسازمدلبرای 

ا یک فرآیند پویا ب درخود را  هایتصمیم تواندالگوریتم پیشنهادی می

خود در  هایتاثیر تصمیم ود داده و علاوه بر امتیاز آنی،گذر زمان بهب

 در نظر بگیرد. نیز را های بلندمدتبدست آوردن پاداش

 :های زیر استین مقاله شامل بخشا ،در ادامه

مورد های آن همراه انواع مدلهای توصیه گر به سیستم در بخش دوم،

در بخش سوم، الگوریتم پیشنهادی به همراه  د.نگیرمی بررسی قرار

در بخش چهارم، الگوریتم  شود.ارائه می تشکیل دهنده آن اجزای

تایج ن پیشنهادی مورد ارزیابی قرار گرفته و نتایج حاصل از عملکرد آن با

در بخش پنجم، دلایل عملکرد شود. می یسهمقا پرکاربرد تمیچهار الگور

 به و در نهایت در بخش ششمشده  ذکرپیشنهادی  بهتر الگوریتم

 شود.می از این تحقیق پرداخته گیرینتیجه

 

 گر توصیه هایسیستم -2
امل ش اصلی کلاستوان به دو را می گرهای توصیهبه طور کلی، سیستم

های مبتنی بر یادگیری تقویتی و سیستمگر غیر های توصیهسیستم

دو کلاس  هر یک از این کرد. گر مبتنی بر یادگیری تقویتی تقسیمتوصیه

انواع مختلف  ،4جدول  شوند.هایی تقسیم مینیز به زیر کلاس

 مهای هر کدابندی و محدودیتبه همراه طبقه را گرهیتوص یهاستمیس

 ی،تیوتق یریادگیبر  یگر مبتنهیتوص یهاستمیساز رده  دهد.نشان می

که به دلیل  شدندارائه  1گر مبتنی بر مدلهای توصیهابتدا سیستم

ها عداد آیتمکه ت یهایسازی بر روی سیستمقابلیت پیاده پیچیدگی زمانی

 7های توصیه گر بدون مدلسیستم سپس، .را نداشتند استها زیاد در آن

 2سیاست مبتنی برو  8مبتنی بر ارزش به دو نوع عمدتا ارائه شدند که

شوند. در نوع مبتنی بر ارزش، با گرفتن وضعیت فعلی، مقدار تقسیم می

( برای تمامی عملیات ممکن محاسبه شده Q-valueکیو )

 گرهای توصیهسیستم انواع مختلف(: 1جدول )
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گرسیستم توصیه کلاس  محدودیت مرجع روش 

 

 غیر مبتنی بر یادگیری تقویتی

 

] فیلترینگ مبتنی بر محتوا4 1-2  -4برند: عمدتا از دو مشکل اساسی رنج می [

 نظر در ثابت فرآیند روند توصیه را یک

تمرکز عمده آنها بر به حداکثر  -2گیرند. می

آنی است. هایرساندن پاداش  

روش های مبتنی بر فاکتورگیری 
 ماتریسی2

[ 2-1 ] 

] مدلهای یادگیری عمیق3 24-44 ] 

 مبتنی بر یادگیری تقویتی

 
 مبتنی بر مدل1

 

,42] مبتنی بر ارزش8 42 ] 
گر مبتنی بر های توصیهمشکل اصلی سیستم

 مدل پیچیدگی زمانی زیاد آنها است.  
] مبتنی بر سیاست2 42 , 22 ] 

] ترکیبی44 32 , 12 ] 

 
 بدون مدل7

ارزشمبتنی بر   [ 12 , 12 ] 

 همه عملیات Q-value یابیارزنیاز به 

علت  این تحت یک حالت خاص دارند که

 .ناکارآمدی آنها است اصلی

] مبتنی بر سیاست 72 رویکردها  نیا جیرا یهاتیاز محدود یکی [28,

ا برا  توصیف حالت نمایش/است که آنها  این

 .رندیگینم ادیدقت 
 [22,34] ترکیبی

ر شود. در نوع مبتنی بعمل با بیشترین مقدار کیو برای اجرا انتخاب می

 ممکن سیاست از یک بردار برای نگاشت یک حالت به بهترین عمل

 ندفرآی هیبر پا یتیتقو یریادگیاساس کار در واقع  شود.استفاده می

 :شودیم فیتعر ریصورت زه که ب است ]34[ مارکوف یریگمیتصم
(S, A, P, R, y) 

 Sفضای حالت : 

 Aفضای عمل : 

 Pتابع احتمال انتقال حالت : 

 Rتابع پاداش : 

 Y44: ضریب کاهش 

 

 یانهیبه اسممتیکردن سمم دایپ ،مارکوف میتصممم ندیآهدف عامل در فر

 ما انباشممته شممده در هر حالت را اخذ کند. ازیامت نیشممتریاسممت که ب

 میریگیدر نظر م یریگمیاز مسائل تصم یرا بصورت توال هیتوص فرآیند

ها را تمیاز آ یستیتا ل کندیگر با کاربر ارتباط برقرار مهیکه در آن توصم

اداش پ نیشتریکه ب یبه طور ،کند شمنهادیبه کابر پ یزمان یهاهدر باز

صورت گر بهیتوص ستمیس یدر حالت کل .داوریانباشمته شده را بدست ب

 :شودیمارکوف مدل م یریگمیتصم فرآیندبر اساس  ریز

 

 States : حمالتS ارتباط مثبت کاربر با تاریخچه  نشمممان دهنده

 .استگر هیتوص

 Actions : عملA یهاتمیعمل و آ یبردار از ضمممرب داخل کی 

 .ودشیانتخاب م هیتوص یآن برا نیشتریکه ب استشده  هیتعب

 Transitions : ،که در واقع  کندیعمل م یزمانتابع انتقال حالت

روز ه ب Sن حالت آو بر اساس  شودیم افتیاز کاربر در یبازخورد

 .شودیم یرسان

 Reward :گر با انجام عمل هیاست که توص یپاداشA  در حالتS 

 .آوردیبدست م

 Discount rate :پماداش بلند مدت  یریگانمدازه یبرا یفماکتور

و در  یدادن به پاداش آن تیاولو یکه در آن، صممفر به معنا اسممت

 کسمممانی تیاهم یبه معنا کینظر نگرفتن پماداش بلند مدت و 

 .استگر هیتوص یو بلند مدت برا یپاداش آن

 

 الگوریتم پیشنهادی -3
اس اسمممالگوریتم ارائه شمممده در این مقاله یک الگوریتم بهبود یافته بر

 زیر توضممیحهای مختلف آن در که بخش یادگیری تقویتی عمیق اسممت

 داده شده است.

 

 هاسازی دادهآماده -3-1
 یک تاست،یموجود در د یهاآموزش با توجه با داده ندیآقبل از شروع فر

 ها بدستتمیتعاملات کاربر با آ خچهیبه تار توجهها با از داده 42یجاساز

 تمی. در الگورردیگمیآموزش مورد استفاده قرار  ندیو در فرا دیآیم

 یراقسمت اول ب :اندشده یبند میها به سه قسمت تقسداده ،یشنهادیپ

 تمیتست الگور یها براو قسمت سوم داده دییتا یقسمت دوم برا ،آموزش

 نیه اها بداده یبندمی. نحوه تقسردیگیمورد استفاده قرار م یشنهادیپ

ط با ارتبا خیاساس تارمربوط به کاربران بر یهاابتدا داده که استشکل 

 نیا لی. دلردیگیداده صورت م یبند میسپس تقس ،ها مرتب شدهتمیآ

. استها با گذر زمان تمیکاربران در برخورد با آ تیاولو رییتغ کار

کلمات استفاده شده  فیک روشپردازش سن کاربران از  یبرا ،نیهمچن

 یژگی. ودهدیمتفاوت قرار م یهامختلف را در گروه یسن یهاکه بازه

 سیبه اند یشمارش یسازاستفاده از بردار او شغل کاربران ب تیجنس

تن و م لمینام ف نجایکه در ا نیعناو تیو در نها نگاشت شده است یعدد

 لمیف کیها )لمیژانر مربوط به ف نیو همچن استها مربوط به جوک

 هیتعب یهار داشته باشد( با استفاده از روشژان نیممکن است چند

اند.شده لیتبد یعدد یهاکلمات به بردار
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 ایجاد مدل ارتباط کاربر با آیتم -3-2

های پیش پردازش شده در قسمت قبلی جهت داده ،در این مرحله

یک  گیرند تاآموزش یک مدل شبکه عصبی مورد استفاده قرار می

 به دست بیاوریم. را های موجوداز داده یجاساز

 

 
 مدل ارتباط کاربر با آیتم (:1)شکل 

 

 یهایژگیو افتیپس از در تمیمدل ارتباط کاربر با آ (،4) با توجه به شکل

آنها را بدست آورده و پس از ضرب  یجاساز بردار تم،یمربوط به کاربر و آ

 وارد تایبردار نها نیا یهاهداد .آوردیبردار واحد بدست م کی ،آنها یداخل

بکه ش ،هاتمیبه آ انکاربر ازیتا با توجه به امت شوندیم 43متراکم هیلا کی

ه شد جادیا ی. بعد از آنکه شبکه عصبردیمورد نظر مورد آموزش قرار گ

شبکه مورد  یجاساز هیمربوط به لا یهابردار ،مورد آموزش قرار گرفت

مورد استفاده قرار  یشنهادیپ تمیدر الگور ینظر به عنوان پارامتر ورود

 یژگیو هایاز بردار میتقاستفاده مس یبه جا گر،ی. به عبارت درندیگیم

 .شودیها استفاده مآن یجاساز یهاها از بردارتمیکاربران و آ

 

 ه آیتمبینی امتیاز کاربر بایجاد مدل پیش -3-3
 یبه ازا تاستیموجود در د هایازیامت ،همانطور که قبلا هم اشاره شد

از  یبوهان انیدر م ،نیاست. بنابرا دهیثبت گرد تمیکاربر و آ نیتعامل ب

آنها  یها را مشاهده کرده و برااز آن یکاربران فقط تعداد اندک ،ها تمیآ

 ازیتده امکنن ینیب شیمدل پ کیتا  میدار ازیپس ن .اندثبت کرده ازیامت

در  ،یشنهادیپ تمیالگور یریادگیتا در پروسه  میکن یسازادهیپ زین

موجود  تاستیدر د یازیشده به کاربر امت هیتوص تمیآ یکه به ازا یصورت

شکل  . با توجه بهمیاستفاده کن ازیکننده امت ینیب شینباشد از مدل پ

ر و مربوط به کارب یهایژگیو افتیپس از در ازیامت ینیب شیمدل پ ،(2)

 کیآنها  یآنها را بدست آورده و پس از ضرب داخل یجاساز بردار تم،یآ

 ممتراک هیبردار با عبور از سه لا نیا یآورد که دادهایبردار واحد بدست م

بدون تابع  متراکم هیلا کیوارد  تاینها ReLU یبا تابع فعال ساز

ه مورد ها شبکتمیکاربران به آ ازیتا با توجه به امت شوندیم یسازفعال

ه قبلا ک ییهاتمیکاربر به آ ازیشبکه امت نیا رد،ینظر مورد آموزش قرار گ

 .کندیم ینیبشیمشاهده نکرده است را پ

 

 
 بینی امتیازمدل پیش (: 2شکل )

 

 actorایجاد شبکه  -3-4
 action دیتول یبرا شودیم دهیهم نام استیکه شبکه س actorشمبکه 

 نیتا از آخر nشمبکه شامل  نیا یورود .رودیبه کار م Sحالت  هیبر پا

 یهاتمیآ ،. سپساسمتشمده  هیتعب یهاتمیمثبت کاربر با آ یهاارتباط

ر کارب یراحالت ب کیتا  شوندیحالت م شیشمده وارد بخش نما هیتعب

به صورت فرمول  تواندیم تیوضممع tدر زمان  ،نمونه ی. برادیبدسمت آ

 شود: فیتعر( 4)
 

(4) 𝑆𝑡 = 𝑓(𝐻𝑡) 
 

 شمممامل n,…,i1={itH{و  اسمممت stateنشمممان دهنده  f(0)واقع  در

ه ک ی. در صورتاسممتها تمیتعاملات مثبت کاربر با آ خچهیتار یجاسماز

 state ،گر پاسممخ مثبت بدهدهیشممده توسممط توصمم دیتول تمیکاربر به آ

 .شودیم یرسانروزه ب( 2)کاربر بصورت فرمول 
 

(2) 𝑆𝑡+1 = 𝑓(𝐻𝑡+1)‚𝐻𝑡+1 = {𝑖2‚⋯‚𝑖𝑡} 
 

 Tanh هیلا کیو  ReLU هیلایک  با استفاده از state ،شبکه نیا در

ا هتمیآ ازیاز امت یاهیکه شامل آرا شودیم لیمورد نظر تبد   actionبه

مورد  actionکه  استبردار  کیشبکه شامل  یخروج تیو در نها است

 ازیتام نیشتریکه ب یتمیآ action نیو بر اساس ا کندیرا مشخص م ازین

 نجایکه در ا یاز مشکلات یکی. شودیم هیرا داشته باشد به کاربر توص

از  یریجلوگ یاقدامات است که برا طیوجود دارد عدم اکتشاف در مح

 دجایاختلال ا احتمال خیلی کم کیبدست آمده با  action یدر فضا ،آن

 تی، وضعactionبدست آوردن بردار  یبرا (3) . با توجه به شکلمیکنیم

از سه  ،داده خواهد شد حیحالت که در ادامه توض شیحاصل از ماژول نما

 ReLUاول  هیمربوط به دو لا ی. تابع فعال سازدکنیعبور م متراکم هیلا

 .است Tanh یینها هیمربوط به لا یبوده و تابع فعال ساز
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 actorشبکه  (:3)شکل 

 

 criticایجاد شبکه  -3-5
مقدار  نیتخم یکه برا اسممت Q قیشممبکه عم کیقسمممت شممامل  نیا

-Q و به آن تابع ردیگیمورد اسممتفاده قرار م  state-actionتابع  یواقع

value تابع ، گفمت توانی. منمدیگویمQ-value شمممده به  دیعمل تول

 نیا مقدارو بر اساس  دهدیقرار م یابیرا مورد ارز استیشبکه س لهیوس

ن آ ییشمموند تا کارایم یروزرسمانه ب اسممتیشمبکه سم یهاتابع پارامتر

 کردیبر اسمماس رو زین criticخود شممبکه  ن،یکند. علاوه بر ا دایبهبود پ

از  یکی. شمممودمی یروز رسمممانه ب temporal-difference یریادگی

 است که یآموزش یهانمونه یمرحله همبستگ نیدر ا یمشمکلات اساس

ار تکر روشمشکل از  نیرفع ا یبرا .کندیم یریمدل جلوگ ییاز همگرا

ر باف کیمدل در  اتیصممورت که تجرب نیبه ا شممود،یتجربه اسممتفاده م

از  یشود،  تعداد یرسانباشد به روز ازیشمده و مدل هر بار که ن رهیذخ

مدل مورد استفاده  یروز رسانه ب ینمونه ها از بافر اسمتخرا  شده و برا

ا دنبال ر یثابت ریشبکه اهداف غ نکهیا لیبه دل ن،ی. همچنرندیگیم ارقر

. با تده اساسمتفاده شم نجایدر ا زین زاشمبکه هدف مج روشاز  کندیم

با در کنار هم قرار دادن بردار حاصل  criticشبکه  (،1ل )توجه به شمک

بردار  کی، actorحالت و بردار بدسممت آمده از شممبکه  شیاز ماژول نما

ع با تاب متراکم هیبردار پس از عبور از دو لا نیکه ا وردآیبدست م حدوا

 .زندیم نیرا تخم Q-valueمقدار  ReLU یفعال ساز

 
 criticشبکه  (:4)شکل 

 

 ماژول تکرار تجربه -3-6
 ندیفرا یکه به مرور ط اسممتها هیاز آرا ایشممامل مجموعه ،ماژول نیا

، که انجام شده یعمل ،یجار تیوضع ،یشنهادیپ تمیدر الگور یریادگی

 یمنطق ریمتغ کی نیو همچن یبعد تیکه بدست آمده، وضع یپاداشم

. با پر کندیم رهیرا در خود ذخ استکه مشمخص کننده حالت مطلوب 

 یهاتجربه نیگزیجا یشنهادیپ تمیالگور دیجد یتجربه ها بافر،شمدن 

 نیا یشنهادیپ تمیالگور یروزرسانه هنگام ب تیدر نها د،نشویم یمیقد

از بافر استخرا  شده  batch sizeو به اندازه  یها به صمورت تصادفداده

 .رندیگیها مورد استفاده قرار مپارامتر یروزرسانه و جهت ب

 

 ماژول نمایش حالت -3-7
 یباز criticو  actorدر شممبکه  را یحالت نقش اسمماسمم شیماژول نما

حالت داشته باشد.  یمدل ساز یبرا مناسبیساختار  دیپس با کند،یم

ها، بردار مربوط به تمیارتباط کاربر با آ خچهیمماژول بما توجه به تار نیا

، average pooling هیلا کیمکرده و بما اعممال  افمتیمهما را درتمیآ

بردار مربوط به  درو آن را  آوردیبردارها را بدسمممت م نیاز ا ینیانگیمم

را بصورت هموار در کنار هم قرار  جیمشمخصمات کاربر ضرب کرده و نتا

 .دهدیم

 

 
 ماژول نمایش حالت (:5شکل )

 

 شبه کد الگوریتم پیشنهادی -3-8
 ،ابتدار دکه  استصورت  نیبه ا یشنهادیپ تمیدر الگور یریادگی ندیفرا

، نرخ  criticو  actorشبکه  یریادگیاز جمله نرخ  هیاول یپارامترها

 ی. سپس، پارامترهاشوندیمشخص م تیکاهش و اندازه پنجره وضع

 یمقدارده یتصادف ریبا مقاد یعموم criticو  actorمربوط به شبکه 

   nکاربر و کی ،در هر مرحله از حلقه تکرار ،و در داخل هر ورکر شوندیم

با آنها تعامل مثبت داشته است  tکاربر در لحظه  هک ییهاتمیمورد از آ

حالت  شیانتخاب شده وارد ماژول نما. سپس، موارد شوندیانتخاب م

پس از بدست آوردن وضعیت . دیکاربر بدست آ یجار وضعیتتا  شودیم

را بدست  ازیمورد ن actionتا کنیم یم actorوارد شبکه جاری، آن را 

 که  ییهاتمیآ ریمربوطه را با بردار سا actionبردار  ،. بعد از آنمیاوریب
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 یشنهادیپ تمیالگور یریادگیشبه کد  (:6شکل )

هر  یاتا به از میکنیم یاند ضرب داخلداده نشده شنهادیفعلا به کاربر پ

را  ریمقاد نیشتریکه ب ییهاتمی. سپس، آمیاوریرا بدست ب یمقدار تمیآ

 نیا نی. حال از بشوندیدادن به کاربر انتخاب م شنهادیپ یدارند برا

ر مورد نظ تمیآ یبرا یازیامت ،تاستیموجود در د خچهیها اگر در تارتمیآ

 نصورت،یا ریدر غ ،میکنیرا استخرا  م ازیمقدار امت ،ثبت شده باشد

نده کن ینیبشیشده با استفاده از مدل پ شنهادیپ تمیآ ازیمقدار امت

 مجموع ،میها را بدست آورد ازیحال که تمام امت .دیآیمحاسبه و بدست م

به همراه  میاکه انجام داده یبدست آمده را به عنوان پاداش عمل ازیامت

را جهت  میاکه انجام داده یعمل تیو وضع یبردار حالت، عمل، حالت بعد

 رهیر ذخدر باف یشنهادیپ تمیالگور یرسانروزه ب یبرا ،هااستفاده از تجربه

 یلوبمط ازیشده به کاربر امت شنهادیپ یهاتمیکه آ ی. در صورتمیکنیم

فظ باشد( با ح یمورد نظر منف یهاتمیکاربر به آ ازینداشته باشند )امت

 تیضعو کیتا به  میکنیم هیرا توص یدیجد یهاتمیکاربر، آ یحالت فعل

 یراروند را ب نیمطلوب ا تیبه وضع دنیبا رس تیو در نها میمطلوب برس

 تمیدر هر مرحله از الگور ،جهی. پس در نتمیکنیتکرار م زین کاربران ریسا

 ،ودشیم هیکه به کاربر توص ییهاتمیآ ازیبا توجه به امت ،یشنهادیپ

دو حالت  یکه دارا تیوضع نیا .دیآیعمل انجام شده بدست م تیوضع

 14 "انجام شده" به نام یمنطق ریمتغ کیدر  ،استمطلوب و نامطلوب 

 یروز رسانه شبه کد مراحل ب (،7در شکل )شود. یم رهیدر بافر ذخ

ه طور ب لازم به ذکر است که داده شده است. حیتوض یشنهادیپ تمیالگور

 یبخش به روز رسانهمین در  یشنهادیپ تمیالگور ی اصلی، نوآورمشخص

  .است

 
 یشنهادیپ تمیالگور یشبه کد مراحل به روز رسان(: 7ل )شک

 

 عبارتند از: یشنهادیپ تمیالگور یبه روز رسان مراحل

 استخرا  شده از بافر به شبکه  یورود حالات بعدactor و  یعموم

 یبعد actionگرفتن 

  گرفتنq value  از شبکهcritic استخرا   یهاتیبا توجه با وضع

 یبعد actionشده از بافر و 

  گرفتنq value  از شبکهcritic با توجه به  یعمومstate  وaction 

 یبعد

  بدست آمده در دو  یهاویاز  ک ویمقدار کبدست آوردن حداقل

 یمرحله قبل

 ویحداقل مقدار ک یاز رو یمحاسبه تفاوت زمان  

  آموزش شبکهcritic بدست آمده یبا توجه به تفاوت زمان 

 شبکه  یروز رسانه و ب انیمحاسبه گرادactor 

 وزن شبکه  یروزرسانه بactor  وcritic یهااساس وزنبر یعموم 

 دیجد

 

 فلوچارت الگوریتم پیشنهادی -3-9
 یجمع بند کیبه عنوان  یشنهادیپ تمیفلوچارت الگور (،8)در شمکل 

 یهایژگیمختلف آورده شده است. مطابق فلوچارت، ابتدا و یهااز بخش

 تمیها توسمممط مدل ارتباط کاربر و آتمیکاربران وآ نیمربوط به تعامل ب

ها توسممط هیلا نیا .ندیآیبوجود م یجاسمماز یهاهیپردازش شممده و لا

که شوند تا توسط شبیم لیتبد یژگیبردار و کیحالت به  شیماژول نما

مختلف مورد استفاده قرار  یها threadموجود در  criticو  actor یها

 نیمختلف در ح یها threadموجود در  یهاشمممبکه ن،ی. همچنرندیگ

 شیکرده و از ممدل پ رهیخود را در بمافر ذخ اتیمآموزش تجرب نمدیفرا

156

 [
 D

O
I:

 1
0.

61
18

6/
jia

ee
e.

22
.1

.1
21

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

ae
ee

.c
om

 o
n 

20
26

-0
1-

29
 ]

 

                             8 / 12

http://dx.doi.org/10.61186/jiaeee.22.1.121
http://jiaeee.com/article-1-1628-fa.html


 414-414، صفحات 4141 بهار ،سال بیست و دوم، شماره اولنشریه مهندسی برق و الکترونیک ایران، 

 

 خچهیتار که در ییهاتمیکاربران به آ ازیامت ینیب شیپ یراب ازیامت ینیب

 اتیبا استفاده از تجرب تیو در نها کنندیکاربر وجود ندارند اسمتفاده م

 .کنندیم یرا به روزرسان یخود شبکه عموم

 

 
 فلوچارت الگوریتم پیشنهادی (:8شکل )

 

 ارزیابی -4
 یشنهادیپ تمیالگور ییبه سنجش عملکرد و کارا بخش نیدر ا

لازم جهت انجام  طیها و شراازین شیپ یتمام بنابراین،. میپردازیم

 یوبر ر یشنهادیپ تمیو عملکرد الگور شرح دادهرا  ازیمورد ن هایشیآزما

مورد  ازهایامت تیفیو ک یدرست زانیاز نظر م را مختلف یهاتاستید

دیتاست  3جهت ارزیابی الگوریتم پیشنهادی از  .دهیمقرار می یبررس
51Movielens100k ،61Movielens1m  71وJester  استفاده شده است

 ذکر شده است. (2)که جزئیات آنها در جدول 
 

 ها(: مجموعه داده2جدول )

 نام ردیف
تعداد 

 کاربر

تعداد 

 آیتم ها
 تعداد امتیاز

4 Movielens100k 213 4182 444444 

2 Movielens1m 1414 3212 4444242 

3 Jester 13278 414 4714132 

 

 الگوریتم ارزیابی -4-1
 و آوریمربر وضعیت جاری را بدست میبه ازای هر کا ،در قسمت ارزیابی

های موجود در قسمت دیتاست تست، با از میان آیتم ،با توجه به آن

های مورد نظر را به کاربر پیشنهاد آیتماستفاده از الگوریتم پیشنهادی، 

ادی الگوریتم پیشنه ،به امتیاز به دست آمدهکنیم. در نهایت با توجه می

 دهیم.را مورد ارزیابی قرار می

 

 
 الگوریتم ارزیابی (:9شکل )

 

 تنظیمات پارامتریک -4-2
درصد  44درصد از تعاملات کاربر برای آموزش،  74 ،هر دیتاست به ازای

ها استفاده صد باقی مانده برای تست الگوریتمدر  24آن برای تایید و 

 1تا  4از  movielensها در دیتاست است. بازه امتیازدهی به آیتم شده

به عنوان  1و  1امتیاز  ،]28[که با توجه به کار لیو و همکاران  است

امتیاز مثبت در نظر گرفته شده است. همچنین، بازه امتیاز کاربران به 

که با توجه به کار لیو و  + است44تا  -44از  jesterها در دیتاست تمآی

به عنوان امتیاز مثبت در نظر گرفته شده  44تا  4امتیاز  ،]28[همکاران 

 های تکراریاز پیشنهاد آیتمدر مراحل آموزش الگوریتم ارائه شده است. 

ها به میتجلوگیری شده است. همچنین، بازه امتیاز کاربران به آبه کاربر 

زمانی  tدر لحظه  است، به طوری که نرمال سازی شده +4تا  -4محدوده 

است امتیاز مربوطه از دیت ،کندگر آیتمی را به کاربر توصیه میکه توصیه

ت ی که در دیتاسشود و در صورتاستخرا  شده و به کاربر نمایش داده می

 شود.بینی کننده برای امتیاز دهی استفاده مینباشد از مدل پیش

ها در ازه امتیاز دهی کاربران به آیتمبهمانطور که قبلا هم اشاره شد، 

به این  .با همدیگر یکسان نیست jesterو  movielensهای دیتاست

شود. سازی امتیاز کاربران استفاده میاز توابع متفاوتی برای نرمال ،دلیل

قابل  (3ها نیز در جدول )فاده در آزمایشهای مورد استهمچنین پارامتر

 مشاهده است.

بصورت  movielensتابع مربوط به محاسبه امتیاز در دیتاست های 

 . ( است3فرمول )
 

(3) 𝑅(𝑠‚𝑎) = (
1

2
)(𝑟𝑎𝑡𝑒𝑖‚𝑗 − 3) 

 

( ذکر 1بصورت فرمول ) jesterتابع مربوط به محاسبه امتیاز در دیتاست 

 شده است.
 

(1) 𝑅(𝑠‚𝑎) = 𝑟𝑎𝑡𝑒𝑖‚𝑗/10 
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که کاربر در آن قرار دارد، با  s( با توجه به وضعیت 1( و )3در فرمول )

ها د که امتیاز این آیتمنشوهایی به کاربر توصیه میآیتم aانجام عمل 

(i,jrateبا توجه با تاریخ )ها و مدل چه تعاملات موجود در مجموعه داده

سازی مال+ نر4تا  -4پیش بینی کننده امتیاز بدست آمده و به بازه 

 .اندشده

 

 هاپارامترهای استفاده شده در آزمایش (:3جدول )

 مقدار نام پارامتر

های اخیری که کاربر با آنها تعداد آیتم

 تعامل مثبت داشته است
N=5 [30] 

 [30] 0.9  ضریب کاهش

 0.001 نرخ یادگیری الگوریتم پیشنهادی

 1000000 اندازه بافر تکرار تجربه

 0.001 نرخ یادگیری مدل ارتباط کاربر با آیتم

نرخ یادگیری مدل پیش بینی کننده 

 امتیاز
0.001 

موجود  یهاتمیتعامل کاربر با آ خچهیکاربر در واقع با توجه به تار تیوضع

مشخص کردن  یبرا نجایدر ا .دیآیها بدست مدر مجموعه داده

 بیکاربر از تعاملات مثبت استفاده شده است. ضر یهایمندعلاقه

 که با صفر استپاداش بلند مدت  یریاندازه گ یبرا یفاکتور ،کاهش

ن شد کیو با  دهدیم تیاهم یآن یهاگر فقط به پاداشهیوصشدن آن ت

. اندازه شودیم لند مدت و کوتاه مدت با هم برابرب یهاپاداش تیآن اهم

بدست  ستمیموجود در س یحافظه اصل زانیبافر تکرار تجربه با توجه به م

 آمده است.

 نتایج ارزیابی و مقایسه -4-3
و   Precision@kبرای ارزیابی کارایی الگوریتم پیشنهادی از دو معیار 

NDCG@k  استفاده شده است. معیارprecision  پاسخ به این سوال

ا اند واقعهایی که به کاربر توصیه شدهدهد که چه نسبتی از آیتممی

 کیفیت رتبه بندیازه گیری نیز برای اند 81NDCGدرست هستند. معیار 

 های پیشنهادبندی شده آیتمین معیار در واقع سود تجمعی درجه. ااست

در این قسمت میانگین نتایج حاصل از کند. شده به کاربر را محاسبه می

اجرای الگوریتم پیشنهادی با چند الگوریتم پایه و پرکاربرد و همچنین 

ده است که این مکاران مقایسه شالگوریتم ارائه شده توسط لیو و ه

 شوند:صورت زیر شرح داده میه ها بروش
 

 الگوریتم] Popularity 8[ : ش در هر بازه زمانی از میان در این رو

ن اند، آیتمی با بالاترین میانگیهایی که به کابر توصیه نشدهآیتم

امتیاز و یا آیتمی که بیشترین تعداد امتیاز مثبت را دارد به کاربر 

  شود.توصیه می

  الگوریتمPMF ]8[  :مالی که یکی از سازی ماتریس احتفاکتور

گیری ماتریسی بوده و در فیلترینگ مشارکتی از های فاکتورروش

 شود.آن استفاده می

  الگوریتم SVD++  ]2[  :های مبتنی بر فیلترینگ ترکیب روش

کند یه استفاده مها برای توصیرکتی که از تشابه کاربران و آیتممشا

 گیری ماتریسی از جمله تجزیه مقادیر منفردهای فاکتورروش و از

 .بردبهره می

  الگوریتمDRR ]28[  : الگوریتم ارائه شده توسط لیو و همکاران

 که بر پایه یادگیری تقویتی عمیق پیاده سازی شده است.

با چهار الگوریتم  الگوریتم پیشنهادیمقایسه عملکرد  (:4)جدول 

 movielens 100Kبر روی دیتاست  تحت بررسی

 Precision@5 Precision@10 NDCG@5 NDCG@10 مدل

Popularity 0.6933 0.6012 0.9104 0.9008 

PMF 0.6988 0.6194 0.9095 0.8968 

SVD++ 0.7034 0.6255 0.9125 0.8991 

DRR 0.7887 0.6935 0.9255 0.9046 

 0.9362 0.9494 0.7715 0.7979 الگوریتم پیشنهادی

 
با چهار الگوریتم  الگوریتم پیشنهادیمقایسه عملکرد  :(5) جدول

 movielens 1Mبر روی دیتاست  تحت بررسی

 Precision@5 Precision@10 NDCG@5 NDCG@10 مدل

Popularity 0.7141 0.6181 0.9806 0.9738 

PMF 0.7072 0.6193 0.9801 0.8746 

SVD++ 0.7142 0.6258 0.9009 0.8776 

DRR 0.7693 0.6594 0.9112 0.8980 

 0.9404 0.9508 0.7834 0.7889 الگوریتم پیشنهادی

 
با چهار الگوریتم  الگوریتم پیشنهادیعملکرد مقایسه  (:6)جدول 

 Jesterبر روی دیتاست  تحت بررسی

 Precision@5 Precision@10 NDCG@5 NDCG@10 مدل

Popularity 0.6167 0.6012 0.8932 0.8703 

PMF 0.6171 0.6015 0.8740 0.8676 

SVD++ 0.6184 0.6027 0.8819 0.8614 

DRR 0.6278 0.6076 0.9124 0.9079 

 0.9484 0.9563 0.8611 0.8593 الگوریتم پیشنهادی

 

رائه ارسیم که الگوریتم با مشاهده نتایج بدست آمده به این نتیجه می

و  شده توسط لیو و همکارانائه نسبت به الگوریتم ار شده در این تحقیق

ر ذکلازم به . د از دقت بیشتری برخوردار استهای پایه و پرکاربرروش

 ++Popularity ، PMF ،SVD الگوریتم های  مرتبط بانتایج  است که

 . استخرا  شده اند ]28[از مرجع  DRRو 
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 بحث و بررسی -5
همانطور که قبلا هم بیان شد و با توجه به نتایج بدست آمده، در حالت 

کلی الگوریتم پیشنهادی در هر سه دیتاست نسبت به الگوریتم ارائه شده 

ی از دقت بالاتر پایه و مرسومهای الگوریتمتوسط لیو و همکاران و سایر 

 که دلایل آن در زیر بیان شده است. برخوردار است

 

 یهاها و استخراج ویژگیزی بهتر دادهساآماده -5-1

 بهتر
ش پردازش سازی و پیراحل مهم در یادگیری ماشین آمادهیکی از م

استخرا  و انتخاب  . چرا کهیند یادگیری استها قبل از شروع فرآداده

تواند باعث بهبود کارایی های مناسب به طور چشمگیری میویژگی

 های از نوع متنود. در اینجا به دلیل وجود ویژگییادگیری شالگوریتم 

شده، ابتدا با استفاده از رویکردهای مختلف در دیتاست های استفاده 

ها تبدیل شده است. های مورد نیاز به بردار عددی آنبردارسازی متن، داده

ه به امتیازاتی که کاربران ببا توجه  ،سپس، با طراحی یک شبکه عصبی

 ایم. همانطور که قبلا نیزموزش دادهشبکه مورد نظر را آ ،ا داده اندهآیتم

های ی ویژگیبرا یجاساز شبکه مذکور شامل دو لایه، ده شدشرح دا

های موجود در این لایه ها با وزن ،که با آموزش شبکه کاربر و آیتم است

توجه به امتیاز کاربر تغییر پیدا کرده و سپس از بردارهای موجود در 

 برای یادگیری الگوریتم پیشنهادی استفاده شده است. یجاساز هایایهل

 

 به روزرسانی کارآمدتر شبکه -5-2
و  actorالگوریتم پیشنهادی شامل یک شبکه عمومی و چندین شبکه 

critic که هر کدام در  مجزا استthread  های مختلف اجرا شده و تجربه

آورند و  پس از بهبود، وزن خود را از تعامل بین کاربر و آیتم بدست می

ای از این مرحله مجموعهکنند. در خود را در شبکه عمومی کپی می

م روزرسانی الگوریته شوند تا مراحل بهای انتقال از بافر استخرا  میگام

  های مطلوبی را به کابر توصیه کنیم.در نهایت بتوانیم آیتم و شروع شود

 

های عصبی و یادگیری تقویتی استفاده از شبکه -5-3

 عمیق
های ریاضی از جمله شهای پایه و مرسوم ارائه شده از رودر الگوریتم

د شترین تعداها، بدست آوردن بیگیری از مجموع امتیاز آیتممیانگین

گیری ماتریسی و فیلترینگ مشارکتی استفاده شده رامتیاز مثبت، فاکتو

های یتم پیشنهادی با استفاده از شبکهاست. در صورتی که، در الگور

تبدیل شده  یجاساز های کاربران و آیتم ها به بردارهایعصبی، ویژگی

 ،های یادگیری تقویتی عمیقریتم پیشنهادی با استفاده از روشو الگو

 ها شناسایی کرده وها را با توجه به این بردارارتباط میان کاربران و آیتم

وصیه ها را به کاربران تبهترین آیتم ،با گذر زمان با توجه به وضعیت کاربر

 کند.می

 

  گیرینتیجه -6
گر در مواجهه با حجم های توصیهلزوم استفاده از سیستم مقالهدر این 

عظیم کالاها و خدماتی که هم اکنون در بستر اینترنت در اختیار کاربران 

توضیح داده شده و یک رویکرد کارآمد نیز در این ارتباط  ،گیرندمیقرار 

های مختلفی از جمله فیلترینگ مشارکتی، . تاکنون روشارائه شده است

زمینه  های عصبی درکهی ماتریسی، رگرسیون لجستیک و شبفاکتورگیر

های یاد شده دارای الگوریتم. اندگر ارائه شدههای توصیهسیستم

وان به نگاه کردن به تها میهای خاصی هستند که از جمله آنمحدودیت

گر به عنوان یک پارامتر ثابت و عدم توجه به تعاملات سیستم توصیه

های آنی و عدم توجه پاداشر گذر زمان و تمرکز بر روی ها دآیتم کاربر با

، هامحدودیتاین های بلند مدت اشاره کرد. برای برطرف کردن به پاداش

یک الگوریتم مبتنی بر یادگیری تقویتی عمیق ارائه شده در این تحقیق 

خود را به صورت یک فرایند پویا با گذر زمان بهبود  هایتا تصمیماست 

 بلند مدت نیز اهمیتدر پاداش های  داده وعلاوه بر امتیاز آنی به تاثیر آن

ساس ایک الگوریتم بهبود یافته بر  مقالهد. الگوریتم ارائه شده در این ده

پیاده  actor-critic از روشکه با استفاده  یادگیری تقویتی عمیق است

عمل مورد نیاز را تعیین  actorبخش  در این الگوریتم .سازی شده است

گیرد تا بر مورد ارزیابی قرار می criticکند و این عمل توسط قسمت می

اساس ارزیابی انجام شده شبکه بتواند تخمین خود را  بهبود دهد. از 

توان به همبستگی جمله مشکلاتی که در بهبود مدل وجود دارد می

ی هابت در شبکه اشاره کرد که با روشهای آموزشی و اهداف غیر ثانمونه

ل نتایج حاص کلات رفع شده است.بافرینگ و شبکه هدف مجزا این مش

 که دهدنشان می NDCGو  Precisionبر اساس دو معیار  هااز آزمایش

الگوریتم پیشنهادی از الگوریتم ارائه شده توسط لیو و همکاران و سه 

 ای و پرکاربرد دیگر بهتر عمل کرده است.الگوریتم پایه
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