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Abstract :

As transistor sizes in processors continue to shrink, overall energy consumption has paradoxically increased due to the
growing number of transistors. This trend has led to significant thermal challenges and a decrease in system
performance. Additionally, circuit aging has emerged as a major concern, negatively affecting both processor
performance and longevity. Dynamic Voltage and Frequency Scaling (DVFS) is a widely adopted power management
technique that mitigates energy consumption and improves system durability by dynamically adjusting the processor's
voltage and frequency. This paper presents a novel machine learning-based approach for power management in multi-
core processors. The proposed method leverages input feature analysis and combines a decision tree algorithm with
DVES techniques to accurately predict and allocate the optimal voltage and frequency for each core. Evaluation results
demonstrate that the model achieves a prediction accuracy of 95%, effectively forecasting system performance across
various workloads. This approach makes a significant contribution to the development of energy-efficient systems.
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1. Motivation of the work

Increasing the number of cores improves throughput and
multi-threaded processing. However, the rise in power
density causes only a limited number of transistors to be
active simultaneously. This leads to the formation of hot
spots and a reduction in system reliability [1-5]. Dynamic
Voltage and Frequency Scaling (DVFS), as a key
technique, reduces power consumption by dynamically
adjusting voltage and frequency.

2. Contributions

This study presents a novel decision tree-based approach
for accurately predicting key system performance
parameters. This method utilizes DVFS technique and a
linear regression algorithm to determine the optimal
voltage and frequency for each core. Traditional
approaches rely on manual configurations or fixed rules,
while our proposed method dynamically adapts to
workload changes and makes appropriate decisions. The
low computational complexity and high learning speed
are additional advantages of this method. The decision
tree algorithm is chosen for power management due to its
ability to select key features and make precise decisions
at each stage. Furthermore, linear regression facilitates
voltage and frequency allocation by reducing
computational complexity and improving speed. The aim
of this study is to improve power management and
increase efficiency in processing systems.

3. Procedures

To implement and evaluate the proposed method, the
Gem5 simulator in full system mode is used along with
the McPAT tool. This tool was employed to calculate the
metrics such as power consumption, energy, execution
time, and processing performance.

Initially, the data were classified using the decision tree
algorithm to predict the system state. Then, linear
regression was applied to allocate optimal voltage and
frequency values to each processor core. The models
were evaluated using metrics such as accuracy, precision,
recall, and F1 score (the harmonic mean of precision and
recall). Analysis of variance (ANOVA) was conducted to
evaluate the algorithm's performance after predicting the
system states and allocating voltage and frequency.

4. Findings

As mentioned, this study utilized the decision tree
algorithm and linear regression to predict the optimal
voltage and frequency levels for multi-core processors.
The decision tree was chosen due to its simplicity,
interpretability, and high efficiency in data classification.
In addition to the decision tree, the results were also
compared with two other algorithms: the Naive Bayes
classifier [6] and the K-NN algorithm [7]. The evaluation
results showed that the decision tree yielded better
results. The evaluation of the algorithms was conducted
using the metrics of accuracy, precision, recall, and F1

score, and it was found that the decision tree performed
better, with results of 92, 93.7, 97.83, and 95.7 for these
four metrics. After predicting the system states and
allocating voltage-frequency pairs, analysis of variance
(ANOVA) was used to evaluate the algorithm's
performance. From this analysis, the following results
can be inferred:

Sum of Squared Errors (SSE): To assess the model’s
accuracy, the difference between the actual and predicted
values was calculated. The values of 0.033 and 0.005 for
the dependent variables indicate that the error is very
small and close to zero.

Coefficient of Determination (R?): The values of 0.17
and 0.08 indicate that the model explains 20% and 10%
of the variance in the dependent variables, respectively.
The closer these values are to 1, the better the model can
explain the changes in the dependent variable.

Adjusted R?*: The obtained adjusted R? values were 0.15
and 0.06 which suggests that the independent variables in
the model are effective in explaining the changes in the
dependent variable.

F-Ratio: The F-ratio, calculated by dividing MSR by
MSE, shows values of 9.6 and 4.05. The magnitude of
these values indicates that the regression model
effectively explains the total variance compared to the
residuals.

5. Conclusion

This study presents an approach for power management
in multi-core processors using DVFS techniques and
machine learning methods. The method, leveraging
classification algorithms, has been able to accurately
predict the optimal voltage and frequency levels for
various workloads. The application of this approach
resulted in reduced computational overhead and
improved overall system efficiency. The results
demonstrated that this method adapts well to system
changes and different workloads, and by optimizing
decisions based on historical data, it contributes to
enhanced performance and increased system lifetime.
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ANOVA | Analysis of Variance

DPM Dynamic Power Management

DT Decision Tree

DVFS Dynamic Voltage Frequency Scaling
FN False Negative

FP False Positive

FS Full System

IC Integrated Circuit

1D3 Iterative Dichotomiser3

KNN K-Nearest Neighbors

LA- EDF | Look-Ahead Earliest Deadline First
LPM Local Power Manager

LSTM Long Short-Term Memory
McPAT Multicore Power, Area, and Timing

MIPS Million Instructions Per Second
ML Machine Learning

MPSoC Multi-Processor System on a Chip
MSE Mean Square Error

MSR Mean Square due to Regression
PCA Principal Component Analysis
PM Power Manager

PRE Precision

RL Reinforcement Learning

S2S Seq-to-Seq

TN True Negative

TP True Positive

VF Voltage/Frequency

VLSI Very-large-scale integration
zTT Zero Thermal Throttling
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L5={ Execution_Timel, Execution_Time2, Execution_Time3}

powerl> power2> power3
Energyl> Energy2> Energy2
performance_Timel> performance_Time2>
performance_Time3
Mips1> Mips2> Mips2
Execution_Timel> Execution_Time2> Execution_Time3
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Performance Performance_ Timel:
(Execution Time) (1,0.0023)
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(MIPS) Mipsl: (1, 0.64)

Execution_Timel:

Execution Time (1,0.00033)

power2: (0.000177, 0.00012)
Energy2: (0.000046, 0.000035)
Performance_Time2:
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power3: (0.00012)
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Performance_Time3:
(0.002338,0.0018) (0,0.0018)

Mips2: (0.64, 0.27) Mips3: (0,0.26)

Execution_Time2:
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Execution_Time3:
(0,0.0024)
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