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Abstract : 
As transistor sizes in processors continue to shrink, overall energy consumption has paradoxically increased due to the 

growing number of transistors. This trend has led to significant thermal challenges and a decrease in system 

performance. Additionally, circuit aging has emerged as a major concern, negatively affecting both processor 

performance and longevity. Dynamic Voltage and Frequency Scaling (DVFS) is a widely adopted power management 

technique that mitigates energy consumption and improves system durability by dynamically adjusting the processor's 

voltage and frequency.  This paper presents a novel machine learning-based approach for power management in multi-

core processors. The proposed method leverages input feature analysis and combines a decision tree algorithm with 

DVFS techniques to accurately predict and allocate the optimal voltage and frequency for each core. Evaluation results 

demonstrate that the model achieves a prediction accuracy of 95%, effectively forecasting system performance across 

various workloads. This approach makes a significant contribution to the development of energy-efficient systems. 
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1. Motivation of the work 
Increasing the number of cores improves throughput and 

multi-threaded processing. However, the rise in power 

density causes only a limited number of transistors to be 

active simultaneously. This leads to the formation of hot 

spots and a reduction in system reliability [1-5]. Dynamic 

Voltage and Frequency Scaling (DVFS), as a key 

technique, reduces power consumption by dynamically 

adjusting voltage and frequency. 

 

2. Contributions 
This study presents a novel decision tree-based approach 

for accurately predicting key system performance 

parameters. This method utilizes DVFS technique and a 

linear regression algorithm to determine the optimal 

voltage and frequency for each core. Traditional 

approaches rely on manual configurations or fixed rules, 

while our proposed method dynamically adapts to 

workload changes and makes appropriate decisions. The 

low computational complexity and high learning speed 

are additional advantages of this method. The decision 

tree algorithm is chosen for power management due to its 

ability to select key features and make precise decisions 

at each stage. Furthermore, linear regression facilitates 

voltage and frequency allocation by reducing 

computational complexity and improving speed. The aim 

of this study is to improve power management and 

increase efficiency in processing systems. 

 

3. Procedures 
To implement and evaluate the proposed method, the 

Gem5 simulator in full system mode is used along with 

the McPAT tool. This tool was employed to calculate the 

metrics such as power consumption, energy, execution 

time, and processing performance. 

Initially, the data were classified using the decision tree 

algorithm to predict the system state. Then, linear 

regression was applied to allocate optimal voltage and 

frequency values to each processor core. The models 

were evaluated using metrics such as accuracy, precision, 

recall, and F1 score (the harmonic mean of precision and 

recall). Analysis of variance (ANOVA) was conducted to 

evaluate the algorithm's performance after predicting the 

system states and allocating voltage and frequency . 

4. Findings 
As mentioned, this study utilized the decision tree 

algorithm and linear regression to predict the optimal 

voltage and frequency levels for multi-core processors. 

The decision tree was chosen due to its simplicity, 

interpretability, and high efficiency in data classification. 

In addition to the decision tree, the results were also 

compared with two other algorithms: the Naive Bayes 

classifier [6] and the K-NN algorithm [7]. The evaluation 

results showed that the decision tree yielded better 

results. The evaluation of the algorithms was conducted 

using the metrics of accuracy, precision, recall, and F1 

score, and it was found that the decision tree performed 

better, with results of 92, 93.7, 97.83, and 95.7 for these 

four metrics. After predicting the system states and 

allocating voltage-frequency pairs, analysis of variance 

(ANOVA) was used  to evaluate the algorithm's 

performance. From this analysis, the following results 

can be inferred: 

Sum of Squared Errors (SSE): To assess the model’s 

accuracy, the difference between the actual and predicted 

values was calculated. The values of 0.033 and 0.005 for 

the dependent variables indicate that the error is very 

small and close to zero. 

Coefficient of Determination (R²): The values of 0.17 

and 0.08 indicate that the model explains 20% and 10% 

of the variance in the dependent variables, respectively. 

The closer these values are to 1, the better the model can 

explain the changes in the dependent variable. 

Adjusted R²: The obtained adjusted R² values were 0.15 

and 0.06 which suggests that the independent variables in 

the model are effective in explaining the changes in the 

dependent variable. 

F-Ratio: The F-ratio, calculated by dividing MSR by 

MSE, shows values of 9.6 and 4.05. The magnitude of 

these values indicates that the regression model 

effectively explains the total variance compared to the 

residuals. 

5. Conclusion 
This study presents an approach for power management 

in multi-core processors using DVFS techniques and 

machine learning methods. The method, leveraging 

classification algorithms, has been able to accurately 

predict the optimal voltage and frequency levels for 

various workloads. The application of this approach 

resulted in reduced computational overhead and 

improved overall system efficiency. The results 

demonstrated that this method adapts well to system 

changes and different workloads, and by optimizing 

decisions based on historical data, it contributes to 

enhanced performance and increased system lifetime. 
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 چکیده: 

 افتهیشیافزا ستورهایتعداد ترانز شیافزا لیکاهش، به دل یجاها بهآن یکل یها، مصرف انرژدر پردازنده ستورهایتر شدن ترانزبا کوچک

است. این امر منجر به مشکلات حرارتی و کاهش کارایی کلی سیستم شده است. علاوه بر این، سالخوردگی مدارها نیز اهمیت زیادی 

روشی برای مدیریت  ،ولتاژ و فرکانس یپویا یبنداسیمقگذارد. ها تأثیر منفی میعملکرد و طول عمر پردازندهبر  رای؛ زاست کرده دایپ

 بخشد. در این مقاله، یکتوان است که با تغییر ولتاژ و فرکانس پردازنده، مصرف انرژی را کاهش داده و طول عمر سیستم را بهبود می

گیری از تحلیل شود. این روش با بهرهای معرفی میهای چندهستهماشین برای مدیریت توان در پردازندهروش مبتنی بر یادگیری 

 یقادر است سطح بهینه ،پویا ولتاژ و فرکانس یبنداسیمق گیری و تکنیکهای ورودی و استفاده از الگوریتم درخت تصمیمویژگی

 ۵۹ با دقتدهد که مدل پیشنهادی صورت دقیق تخصیص دهد. نتایج ارزیابی نشان میبینی و بهولتاژ و فرکانس هر هسته را پیش

 به کار مصرفهای کممؤثر در طراحی سیستم طوربهتواند بینی عملکرد سیستم در شرایط کاری مختلف است و میدرصد قادر به پیش

 .گرفته شود

 

 الگوریتم درخت ،پویای ولتاژ و فرکانس یبنداسیمق ،یادگیری ماشین ،مدیر توان ،یاچندهستههای ردازندهپکلیدی:  کلمات

 یریگمیتصم

 پژوهشینوع مقاله: 

  

 14/41/4144: دریافت

 41/40/4141 :بازنگری

 12/40/4141: پذیرش

 دکتر مهدیه قزوینیی مسئول: نام نویسنده

 مهندسی کامپیوتر بخش -دانشگاه شهید باهنر کرمان  -بلوار صبا  -ش میدان پژوه -ن کرما -ن رایا ی مسئول:نشانی نویسنده 
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 مقدمه -1
سازی ترانزیستورها ای با پیشرفت در کوچکهای چندهستهریزپردازنده

ها در . افزایش تعداد هستهاندافتهیتوسعههای معماری کامپیوتر و نوآوری

ای منجر ها به بهبود توان عملیاتی و پردازش چندرشتهاین پردازنده

هایی نظیر افزایش توان ها با چالش، این پیشرفتحالنیبااشود. می

مصرفی، مشکلات حرارتی و کاهش طول عمر مدارها همراه بوده است. 

داد است که تنها تع افزایش چگالی توان و مشکلات حرارتی به این معنی

فعال باشند و این  زمانهم به طورتوانند محدودی از ترانزیستورها می

ممکن است به نقاط داغ، که  شودمی ترکوچکهای جدید تعداد در نسل

، تسریع در شکست تراشه و کاهش قابلیت اطمینان کنواختیریغپیری 

 .]1-0[د شومنجر 

های مختلفی برای افزایش طول ها، روشبا این چالشبرای مقابله 

م کلی تقسی دودستهبه  هااست. این روش شده شنهادیپها عمر سیستم

های سطح روشهای سطح بالا. های سطح پایین و روششوند: روشمی

سازی در سطح ترانزیستورها و مدارهای مجتمع پایین شامل بهینه

 VLSIای بهبود عملکرد مدارههستند که به کاهش مصرف توان و 

های سطح بالا، مدیریت توان در در مقابل، در روش .]4[ دکننمک میک

رد تا گیعنوان نقطه شروع طراحی مورداستفاده قرار میسطح سیستم به

رایی جویی بهینه در توان و بهبود کاولتاژ و فرکانس، صرفه یبا تنظیم پویا

های کلیدی در این زمینه، تکنیک. یکی از [1] سیستم حاصل شود

است که به کاهش توان  1 (DVFS)ولتاژ و فرکانس یپویا یبند اسیمق

 .  ]10,1[ کندکمک می شده دیمصرفی و کنترل گرمای تول

استراتژی یک  عنوانبه )DPM (1مدیریت توان پویا ،DVFS در کنار

 هایسازی مصرف انرژی مطرح است. در این روش، هستهمؤثر برای بهینه

شوند و با دریافت هایی که فعالیتی ندارند خاموش میپردازنده در زمان

به تنظیم  DVFS کهیدرحالگردند. وظایف جدید، دوباره فعال می

خاموش  بر مدیریت DPM پردازد،زمان ولتاژ و فرکانس پردازنده میهم

اند تحقیقات اخیر نشان داده. [13 ,5] ها تمرکز داردهسته روشن کردنو 

ابزارهای مؤثری برای مدیریت توان  DPM و DVFS هایکه روش

های مدیریت توان ، توجه بیشتری به بهبود سیاستحالنیا باهستند؛ 

های سازی استراتژیویژه بهینهای و بههای چندهستهبرای پردازنده

نیاز است. تاکنون توجه کافی به کاهش  DVFS گیری برای اعمالمتصمی

 گیری معطوف نشدههای تصمیمسربار مدیریت توان و بهبود استراتژی

 .]5 ,0-41,0[ است

: شوندهای مدیریت توان به چهار دسته اصلی تقسیم میسیاست

  .محور یریادگی و بینی، تصادفیبندی، پیشهای زمانسیاست

کنند که مؤلفه باید برای بندی تعیین میهای زمانسیاست

مصرف منتقل شود. مشخصی صبر کند تا به حالت کم زمانمدت

ه بیکاری آیند زمانمدتبینی بینی براساس پیشهای پیشسیاست

گیرند که آیا مؤلفه باید به خواب برود یا بیدار بماند. تصمیم می

یم ه تقسهای گسسته و پیوستزمان دودستههای تصادفی به سیاست

شود. اساس وقوع رویدادها انجام میگیری برشوند و تصمیممی

 سازگار یبارکاربا تغییرات  پویا طوربه محور یریادگیهای سیاست

 شوند و نیازی به دانش پیشین از ماتریس احتمال انتقال حالت ندارندمی
]41[ . 

 1گیریدرخت تصمیمدر همین راستا، روش پیشنهادی از الگوریتم 

(DT) ینی بکند که قادر به پیشبرای توسعه مدلی دقیق استفاده می

پارامترهای کلیدی عملکرد سیستم تحت بارهای کاری مختلف است. 

و الگوریتم رگرسیون خطی، ولتاژ  DVFS گیری از تکنیکسپس، با بهره

 نشود. نتایج ارزیابی نشاو فرکانس بهینه برای هر هسته تعیین می

درصد، توانایی  25بینی پیش با دقتدهد که مدل پیشنهادی می

واند تبینی عملکرد سیستم در شرایط مختلف کاری را دارد و میپیش

 .گرفته شود به کارمصرف های کممؤثر در طراحی سیستم طوربه

 (4) در این مقاله در جدول کاررفتهبهفهرست اختصارات و عبارات 

 دوم، مروری بخشاست. ساختار مقاله به این شکل است که در  شده ارائه

سوم به جزئیات  بخششود. قبلی ارائه می یشده بر کارهای انجام

چارچوب مدیریت توان مبتنی بر یادگیری تحت نظارت پیشنهادی 

های چهارم و پنجم به نتایج تجربی و بخش، تیدرنهااختصاص دارد. 

 .تاس افتهیاختصاصگیری نتیجه

فهرست اختصارات و عبارات (:1) جدول  

ANOVA Analysis of Variance 

DPM Dynamic Power Management 

DT Decision Tree 

DVFS Dynamic Voltage Frequency Scaling 

FN False Negative 

FP False Positive 

FS Full System 

IC Integrated Circuit 

ID3 Iterative Dichotomiser3 

KNN K-Nearest Neighbors 

LA- EDF Look-Ahead Earliest Deadline First 

LPM Local Power Manager 

LSTM Long Short-Term Memory  

McPAT Multicore Power, Area, and Timing 

MIPS Million Instructions Per Second 

ML Machine Learning 

MPSoC Multi-Processor System on a Chip 

MSE Mean Square Error 

MSR Mean Square due to Regression 

PCA Principal Component Analysis 

PM Power Manager 

PRE Precision 

RL Reinforcement Learning 

S2S Seq-to-Seq 

TN True Negative 

TP True Positive 

VF Voltage/Frequency 

VLSI Very-large-scale integration 

zTT Zero Thermal Throttling 

 

 کارهای مرتبط -2

های یادگیری ماشین، با استفاده از الگوریتم DVFS  در تلاش برای بهبود

است. این تحقیقات به موضوعاتی چون  صورت گرفتهچندین مطالعه 

 برخلافاند. کاهش مصرف انرژی، کاهش دما، و افزایش کارایی پرداخته

های سنتی مدیریت توان که به دانش قبلی از مدل حرارتی و بارهای روش
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های های یادگیری ماشین قادرند بدون نیاز به دادهاند، روشکاری وابسته

متغیر سازگار شوند و از تحلیل رویدادهای  پویا با شرایط طوربهپیشین، 

 در ادامه، به بررسی برخیگذشته برای بهبود تصمیمات استفاده کنند. 

پرداخته  DVFS  های پیشنهادی در زمینهاز این تحقیقات و روش

 شود. می

یک مدیر توان مبتنی بر یادگیری تحت نظارت برای ، ]0[در مرجع 

است که از وضعیت عملکرد پردازنده  شده فیتوصای پردازنده چندهسته

شده برای هر کار ورودی برای جستجوی عملکرد بهینه  بینیپیش

رویکردی  ]45[ مقاله .کندفرکانس( استفاده می -مدیریت توان )ولتاژ 

ائه ها ارمبتنی بر یادگیری تقویتی برای مدیریت حرارت در سیستم

ها برای اذ بهترین تصمیمدهد. این روش با یادگیری مداوم و اتخمی

ها و تنظیم پارامترهای سیستم، از بروز تخصیص وظایف به هسته

 ،]41[ پژوهش .کندجلوگیری می حد از شیبمشکلات ناشی از گرمای 

الگوریتمی برای مدیریت توان و دما مبتنی بر یادگیری تقویتی ارائه 

 هایسیستمهای دما و توان مصرفی در دهد که به کنترل تنشمی
 .پرداخته است (MPSoC) 5ای روی تراشهچندپردازنده

-kمدل غیرخطی مبتنی بر یک  ]10[کاروالو و همکاران  

بینی فرکانس بهینه پردازنده برای پیش KNN)( 1ترین همسایهزدیکن

 ارائه کرده است.اندرویدی  یهایدرگوشجهت کاهش مصرف انرژی 

دهند که بر پایه برای مدیریت توان ارائه می یرویکرد ]14[ سندگانینو

بندی بیزی استوار است. این روش یادگیری تقویتی بدون مدل و طبقه

صورت  سازی مصرف انرژی و حفظ عملکرد سیستم، بهبهینه هدف با

رویکرد جدیدی برای  ]1[ در .کندپیوسته و رویداد محور عمل می

از یادگیری ماشین، ولتاژ و  که با استفاده شده یمعرفمدیریت توان 

حجم  بینیکند و با پیشرا تنظیم می یاچندهستههای فرکانس پردازنده

 .کندسازی مصرف انرژی کمک میکاری آینده به بهبود بهینه

 شنهادیپ، روشی برای مدیریت همکارانه توان ]44[پژوهشی دیگر  در

است که بر پایه یادگیری تقویتی استوار است. در این روش،  شده

ها تجربیات خود را در زمینه مدیریت انرژی با یکدیگر به اشتراک دستگاه

 در .آموزندبهترین شیوه مدیریت توان را می زمان مرور بهگذاشته و 

بر  ولتاژ و فرکانس پویاییک روش بهبودیافته برای تنظیم  ،]40[ مرجع

 کاهش مصرف هدف بااست. این روش  شده ارائهادگیری تقویتی پایه ی

، بدون کاهش قابلیت اطمینان یاچندهستههای نهفته انرژی در سیستم

کند تا تعادل طور دینامیکی تنظیم میرا به DVFS وظایف، پارامترهای

یک روش  .ای بین مصرف انرژی و قابلیت اطمینان ایجاد شودبهینه

 زمانهمطور که به Q-learning مبتنی بر الگوریتمسازی توان بهینه

های دما، عملکرد و انرژی را در نظر گرفته و بهترین تنظیمات محدودیت

 .]41[است  شدهبرای سیستم پیشنهاد 

رویکردی مبتنی بر یادگیری تقویتی برای مدیریت  ]40[مرجع 

ژی و کاهش مصرف انر باهدفدهد که پویای ولتاژ و فرکانس ارائه می

 شده یطراح ازحدشیبجلوگیری از کاهش عملکرد ناشی از گرمای 

اند که با الهام را معرفی کردهی الگوریتم ]44 ,11-15[ سندگانینو .است

و با ترکیب یادگیری  ]11[ شده یطراح EDF-LA0از روش سنتی 

 های بلادرنگسازی مصرف انرژی در سیستمتقویتی، به بهبود بهینه

ا ر تکنیک مبتنی بر یادگیری عمیق ]11,41[ سندگانینو .پرداخته است

ارائه  یاهستهتکهای سازی مصرف انرژی در پردازندهبرای بهینه

 هایرمزگذار مبتنی بر شبکه-دهند. این روش از مدل رمزگشامی

LSTM0 استفاده نموده و LSTM-S2S2 کند تامی ستفادها DVFS  را

روشی  ،]44[ در .سازی کندمدلمسئله شبکه بازگشتی  عنوان یکبه

ه است ک شده ارائههای محاسباتی برای کاهش مصرف انرژی در سیستم

گیری از الگوریتم یادگیری تقویتی، ولتاژ و فرکانس پردازنده را با بهره

 .کندمی طور خودکار تنظیم به یبارکارمتناسب با تغییرات 
 DVFS نهیزم درها را روشخلاصه عملکرد این  طوربه (1)جدول 

  .دهدنمایش می

 

 روش پیشنهادی -3

های روش مدیریت توان با استفاده از تکنیکیک در مطالعه حاضر، 

پس و س شده ارائهبینی عملکرد سیستم یادگیری ماشین برای پیش

بار م به شده سیست بینیسطح ولتاژ و فرکانس متناسب با عملکرد پیش

های سطح بالا و روش ازجملهشود. این روش اختصاص داده می یکار

های زمان اجرا به انتزاعی است که از عملکرد سیستم در برابر خرابی

 ورتصبهکند و پارامترهای سیستم را دلیل تغییرات زمانی محافظت می

تر تواند کارآمدبهبود طول عمر، می ازنظرنماید. همچنین، پویا تنظیم می

 هرکدامشرح زیر است که  به( 4) کلش به باتوجهشده  رویکرد ارائه .باشد

 :اندشده دادهدر ادامه توضیح مختصر 

 های ورودی و معیارهای خروجیاستخراج ویژگی 

 بینی وضعیت سیستمبندی و پیشطبقه 

  یبار کارتخصیص ولتاژ و فرکانس به 

 

 های ورودی و معیارهای خروجیاستخراج ویژگی -3-1

ای از یک سیستم پردازنده چندهسته ازیموردنهای در فاز اول، داده

برای تنظیم سطوح مختلف  DVFS است که از تکنیک شده استخراج

زیرا  برد،ولتاژ و فرکانس جهت اجرای بارهای کاری بهره می

نقش کلیدی در تحقیقات یادگیری ماشین دارند و برای  هادادهمجموعه

انتخاب  رای. بتندها و بهبود عملکرد سیستم حیاتی هسارزیابی الگوریتم

ش کاه یک تکنیک عنوانبه های ورودی مؤثر، از رگرسیون لاسوویژگی

مجموع مربعات  زمانهمسازی است. لاسو با کمینه شده استفادهابعاد 

اهمیت های کمخودکار ویژگی طوربهضرایب،  قدرمطلقخطا و مجموع 

، ندیفران کند. ایرا حذف کرده و تعداد پارامترهای مدل را کنترل می

ا ر برازش شیبپذیری، خطر تر کرده و ضمن بهبود تعمیممدل را ساده

در این پژوهش، عملکرد سیستم بر اساس . ]82[ دهدکاهش می

معیارهای توان مصرفی، انرژی مصرفی، زمان اجرا و عملکرد محاسباتی 

ی ، زیرا یکشده انتخابمعیار اصلی  عنوانبهاست. زمان اجرا  شده یابیارز

 های عملکرد سیستم است.سنجش نیاعتمادترقابلترین و از کامل
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 پیشین یکارها خلاصه :(2جدول )

 مزایا معایب

ی
یر

دگ
 یا

ک
نی

تک
 

نه
هی

ف ب
هد

 
ی

ساز
 

ره 
ما

ش
م

جع
ر

 

 سال

ای هنیاز به داده ،فرضنیاز به یک جدول سیاست پیش

 سازیپیچیدگی پیادهو  آموزشی

ا ب یسازگار ،بدون افت عملکردکاهش مصرف توان 

 یبار کار راتییتغ

با 
ی 

یر
دگ

یا

ظر
نا

 

ان
تو

ی
رژ

/ان
 

]0[ 1444 

مدل  ،زمان آموزش طولانی ،سازیپیچیدگی پیاده

 دقیق از سیستم برای آموزش الگوریتم

سازگاری با تغییرات  بهبود طول عمر سیستم،

 دینامیکی محیطی

ی
ویت

 تق
ی

یر
دگ

یا
ن  

ینا
طم

ت ا
بلی

قا

ر(
عم

ل 
طو

(
 

]45[ 1441 

 و های آموزشینیاز به داده ،وابستگی به دقت مدل

 سازیپیچیدگی پیاده

توان مصرفی. کنترل  کاهش انعطاف پذیری،

ی  دمای و حفظ عملکرد
یر

دگ
یا

ی
ویت

تق
 

ان
تو

ی،
رژ

/ان
 

 دما

 ]41[ 1445 

زمان محاسباتی بالا، کاهش دقت مدل در صورت 

 افزایش تعداد همسایگان
 بالای مدل دقت کاهش مصرف انرژی،

با 
ی 

یر
دگ

یا

ظر
نا

 

ی
رژ

ن/ان
توا

 

]10[ 1441 

و  های آموزشینیاز به داده ،وابستگی به دقت مدل

 سازیپیچیدگی پیاده

توان مصرفی و حفظ  کاهش انعطاف پذیری،

 بینی حجم کار شیپ عملکرد،

ی،
ویت

 تق
ی

یر
دگ

یا
 

ی
دگ

ا
ری

ظر
 نا

 با
ی

ی 
رای

کا
ی، 

رژ
ن/ان

توا
 

]14[ 1441 

 ،سازیپیچیدگی پیاده

دقت مدل یادگیری ماشین به وابستگی مستقیم 

 های آموزشیکیفیت داده

توان مصرفی و حفظ  کاهش انعطاف پذیری،

 یادگیری مداوم عملکرد،

با 
ی 

یر
دگ

یا

ظر
نا

 

ی
رژ

ن/ان
توا

 

]1[ 1440 

 ،سازیپیچیدگی پیاده

 احتمال سربار کنترلی ،اینیاز به ارتباطات شبکه

کیفیت  بهبود ،سرعت بالای فرایند یادگیری

ی  مصرف انرژی کاهش ،های یادگرفته شدسیاست
یر

دگ
یا

ی
ویت

تق
ی 
رژ

ن/ان
توا

 
]44[ 1440 

 ،زمان آموزش طولانی ،سازیپیچیدگی پیاده

 

 قابلیت اطمینان وظایف، حفظ کاهش توان مصرفی،

ی  ی با شرایط مختلف سیستمسازگار
یر

دگ
یا

ی
ویت

تق
ی، 
رژ

ن/ان
توا

 

ابل
ق

ی
ان ت

ین
طم

ا
 

]40[ 1414 

زمان آموزش طولانی مدل،  ،سازی پیچیدهپیاده

 وابستگی به دقت مدل و نیاز به تنظیم دقیق پارامترها

دما، چندگانه )های در نظر گرفتن محدودیت

کاهش مصرف  ،انطباق با شرایط مختلف عملکرد(،

ی  انرژی
یر

دگ
یا

ی
ویت

تق
ی 
رژ

ن/ان
توا

 

]11[ 1414 

 زمان ،سازیپیچیدگی پیاده پیچیدگی پیاده سازی،

 آموزش طولانی
 ،پذیریانعطاف ،سازی مصرف انرژیبهینه

ی 
یر

دگ
یا

ی
ویت

تق
ی 
رژ

ن/ان
توا

 

]41[ 1414 

 ،های آموزشینیاز به داده ،پیچیدگی محاسباتی

 وابستگی به کیفیت مدل یادگیری تقویتی

 یپذیرتطبیق ،بهبود عملکرد ،کاهش مصرف انرژی

ی  بار کاری و محیط سیستمبا تغییرات 
یر

دگ
یا

ی
ویت

تق
ی 
رژ

ن/ان
توا

 

]11[ 1414 

، نیازمند به اصلاح و تنظیمات سازیپیچیدگی پیاده

 برای پردازنده های چند هسته ای
 عملکرد سیستم حفظ بهینه سازی مصرف انرژی،

با 
ی 

یر
دگ

یا

ظر
نا

 

ی
رژ

ن/ان
توا

 

]41[ 1411 

وابستگی به دقت مدل و نیاز به  ،سازیپیچیدگی پیاده

 ،تنظیم دقیق پارامترها

 های زمان واقعیچالش

بهبود  ،کاهش مصرف انرژی انعطاف پذیری،

ی  عملکرد
یر

دگ
یا

ی
ویت

تق
ی 
رژ

ن/ان
توا

 

]44[ 1411 
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برای  )MIPS( 44میلیون دستورالعمل در ثانیه همچنین، شاخص

ا را هکه نرخ اجرای دستورالعمل شده استفادهارزیابی کارایی سیستم 

اجرا دارد، بنابراین برای  بازمانای معکوس کند و رابطهگیری میاندازه

های خروجی ویژگی. ]12[ توصیف کارایی و سرعت سیستم مناسب است

 فیتعر (1)در جدول که  شودمی یگذاربرچسب L مجموعه یهاباکلاس

، هشد نییتع شیپ ازدهنده یک سطح یا محدوده و هر کلاس نشان شده

ها در نظیر محدوده توان مصرفی یا زمان اجرای کار است. این محدوده

های مؤثر بر . هدف این مرحله، شناسایی ویژگیاندشده ارائه (1)جدول 

    .عملکرد سیستم است

 بینی وضعیت سیستمبندی و پیشطبقه -3-2
دوم شامل  فازسازی مجموعه آموزشی، ها و آمادهپس از گردآوری داده

 آنهدف که  است شده نظارتبندی با استفاده از یادگیری طبقه

 ها است.های خروجی بر اساس ورودیبینی برچسب کلاس ویژگیپیش

ود خگیری های تصمیماین روش برای کشف دانش و استخراج استراتژی

 هایلازم است بازه ویژگی ،برای بهبود دقت. مفید است بهبود بخش

ورودی و خروجی به یکدیگر نزدیک باشد. بدین منظور از روش 

( 4،4ها را در بازه )دادهکه  شوداستفاده می Min-Max  سازینرمال

 :شودانجام می( 4)این تبدیل با استفاده از رابطه کند. می یبنداسیمق

 

(4) 

 

𝑋𝑛𝑜𝑟𝑚 =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛

 

حداکثر مقدار را نشان  𝑋𝑚𝑎𝑥مقدار و  حداقل 𝑋𝑚𝑖𝑛 ،رابطه نیا در

-K-Fold Cross و Grid-Search همچنین، با استفاده از .دهندمی

Validationسازی شده و عملکرد مدل با تقسیم ، هایپرپارامترها بهینه

ها به این روش شود.های آموزش و آزمون ارزیابی میها به دستهداده

ها بر نتایج و ارائه تخمینی دقیق از عملکرد مدل ش تأثیر تقسیم دادهکاه

ایی دلیل توانبه  در این مطالعه، الگوریتم درخت تصمیم. کنندکمک می

های مختلف بینی دقیق حالتها و پیشبندی دادهبالای آن در دسته

تار ساده و ساخ خاطربهعملکرد سیستم انتخاب شد. این الگوریتم 

 هایها را براساس ویژگیبندی نمونهفهم، امکان تحلیل و طبقهقابل

خوبی سازگار های گسسته و پیوسته بهکند و با دادهورودی فراهم می

  است.

 زمانهمبه حل  قادر DTهای دیگر، برخلاف بسیاری از الگوریتم

دی بنبندی است، هرچند بیشتر برای طبقهمسائل رگرسیون و طبقه

شود. مزایای کلیدی آن شامل سادگی در تفسیر، سرعت در استفاده می

های پیچیده است. همچنین، توانایی فرضیادگیری و عدم نیاز به پیش

یری، گهای کلیدی در هر مرحله از تصمیماین الگوریتم در انتخاب ویژگی

بینی عملکرد سیستم تبدیل کرده برای پیش قیابزار دقآن را به یک 

ها را از طریق یک سری از با شروع از ریشه، نمونه DTالگوریتم . است

کند. در هر های مختلف هدایت میبندیتصمیمات متوالی به دسته

کند که بیشترین ها را انتخاب میمرحله، الگوریتم یک ویژگی از داده

در این  .]11[ های مختلف را داردها به کلاستوانایی برای تفکیک داده

 ستفادها برای انتخاب ویژگی در هر گره از درخت، از شاخص جینیپروژه، 

 .کندها را محاسبه میاست که میزان نابرابری در توزیع کلاس شده

 :]11[ شودتعریف می( 1)شاخص جینی با استفاده از رابطه 

 

 به بارکاری VF(: رویکرد کلی برای تخصیص جفت 1شکل )
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(1) 𝐺𝑖𝑛𝑖 = 1 − ∑ 𝑝𝑖
2

𝑛

𝑖=1

 

 .یک نمونه در یک کلاس خاص است قرارگرفتناحتمال  𝑝 که در آن،

داشته باشد، ای که کمترین مقدار شاخص جینی را در هر گره ویژگی

برای . شودها در آن گره انتخاب میبندی دادهعنوان مبنای تقسیمبه

های گسسته به داده یبندبازههای عددی با های پیوسته، ویژگیداده

های کلیدی در این ، یکی از ویژگیمثال عنوان بهشوند. تبدیل می

بود که با استفاده از شاخص جینی، مقدار آستانه برای  Power مطالعه

به یک  -1705تعیین شد. مقادیر کمتر یا مساوی  -1705آن در حدود 

 نیا .شاخه از درخت و مقادیر بیشتر از آن به شاخه دیگر هدایت شدند

ای هها به دستهیابد تا نمونهها نیز ادامه میفرآیند برای سایر ویژگی

کند که برای . این روش این امکان را فراهم مینهایی خود برسند

های هر های جدید، از ریشه درخت شروع کرده و بر اساس ویژگیورودی

ت بندی نهایی دسهای نهایی پیش رود و به دستهگره، تا رسیدن به برگ

 .یابد

 تخصیص ولتاژ و فرکانس به بارکاری -3-3
کرد سازی عملمنظور بهینهبه ،در مرحله نهایی تخصیص ولتاژ و فرکانس

است. دلیل انتخاب این روش  شده استفادهسیستم، از رگرسیون خطی 

سادگی مفهوم آن، کارایی بالا و نیاز کمتر به محاسبات پیچیده در مقایسه 

ازی سخوبی برای مدلهای تخمین است. رگرسیون خطی بهبا دیگر روش

در  ویژهمناسب است و بهروابط خطی میان متغیرهای وابسته و مستقل 

 یؤثرمها ساده و خطی باشند، عملکرد بسیار مسائلی که روابط میان داده

عنوان یک روش با ناظر در یادگیری ماشین، رگرسیون خطی به. دارد

سازی روابط بین متغیرهای مستقل )توان مصرفی، انرژی، زمان برای مدل

دف شود. هانس( استفاده میاجرا، و کارایی( و متغیر وابسته )ولتاژ و فرک

همان تابع هزینه بین  ای خطااز این روش، حداقل کردن مجموع مربعات 

 باعث بهبود دقت مدل که شده است بینیمشاهدات واقعی و مقادیر پیش

  .شودبینی ولتاژ و فرکانس بهینه میدر پیش

تعریف  (1)استفاده از رابطه با فرمول شاخص خطا در رگرسیون خطی 

 :]11[ دشومی

(1) 
J(θ0, θ1) =

1

𝑛
∑(hθ(x𝑖) − y𝑖)

2 

𝑛

𝑖=1

 

 یواقع ریمقاد y𝑖و  شده ینیبشیپ ریقادم hθ(x𝑖) ، رابطه نیا در

به  ونیمستقل، رگرس ریمتغ کیاز  شیوابسته است. با داشتن ب ریمتغ

 های خروجیتعریف کلاس :(3جدول )
power1> power2> power3 L1={power1,power2,power3} 

Energy1> Energy2> Energy2 L2={Energy1, Energy2, Energy3} 

 performance_Time1> performance_Time2> 
performance_Time3 

L3={performance_Time1, performance_Time2, 
performance_Time3 } 

Mips1> Mips2> Mips2 L4={Mips1,mips2,mips3} 

Execution_Time1> Execution_Time2> Execution_Time3 L5={ Execution_Time1, Execution_Time2, Execution_Time3} 

 نمایش بازه بندی هر کلاس از ویژگی هدف :(4جدول )
های خروجیویژگی مقادیر هر بازه  

power3: (0.00012) power2: (0.000177, 0.00012) power1: (1, 0.000179) power 

Energy3: (0,0.00003) Energy2: (0.000046, 0.000035) Energy1: (1, 0.000046) energy 

Performance_Time3: 

(0,0.0018) 

Performance_Time2: 

(0.002338,0.0018) 

Performance_ Time1: 

(1,0.0023) 

Performance 

(Execution Time) 

Mips3: (0,0.26) Mips2: (0.64, 0.27) Mips1: (1, 0.64) 
Performance 

(MIPS) 

Execution_Time3: 

(0,0.0024) 

Execution_Time2: 

(0.00033, 0.00025) 

Execution_Time1: 

(1,0.00033) 
Execution Time 

 ضرایب رگرسیون برای متغیرهای مستقل و وابسته(: ۹)جدول 
Execution Time Performance 

(MIPS) 

Performance 

(Execution Time) 

energy power 
    Indepnd 

 

Dependent              

0.25 0.089- 0.90- 0.040 0.092 0.74 Voltage 

-0.04 -0.04 0.054 -0.037 -0.12 1.24 Frequency 
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تقل مس یرهایمتغ نیو رابطه ب شودیدر نظر گرفته م رهیچندمتغ شکل

 .]11[شود یم یسازمدل (1با استفاده از رابطه ) و وابسته

(1) 

 
Y = β0 + β1 X1 + β2 X2 + ⋯ + β𝑛 X𝑛 

خط  یهابیش β𝑛تا β1عنوان عرض از مبدأ و به β0معادله،  نیدر ا

ه وابسته نسبت ب ریمتغ تیحساس زانیدهنده منشان خطبیهستند. ش

 یوابسته را به ازا ریمقدار متغ زیمستقل است. عرض از مبدأ ن یرهایمتغ

لی رگرسیون به شک بیضرا .دهدیم شیمستقل نما یرهایصفر بودن متغ

شوند که مجموع مربعات خطا بین مشاهدات و خروجی مدل محاسبه می

 تبه دسبه حداقل برسد. این ضرایب با صفر کردن مشتق تابع هزینه 

شده برای متغیرهای مستقل )توان مصرفی،  آیند. ضرایب محاسبهمی

( و متغیر وابسته )ولتاژ و فرکانس( در جدول ییکاراانرژی، زمان اجرا، و 

 .دهندآمده از این محاسبات را نشان میدستاند که نتایج بهآمده (5)

 

 ها و ارزیابی نتایجآزمایش -4

 تنظیمات آزمایش -4-1
در حالت   Gem5سازپیشنهادی از شبیهسازی و ارزیابی روش برای پیاده

 شده ستفادها McPAT41 همراه با ابزار )FS(سیستم کامل

برای محاسبه پارامترهایی نظیر توان مصرفی، انرژی و   McPAT.است

به دلیل   Gem5سازشود. شبیهبه کار گرفته می محاسباتی کارایی

وح ها، استثنائات، و سطعامل و مدیریت وقفهسازی سیستمتوانایی شبیه

های ها برای ارزیابی سیستمگزینهعنوان یکی از بهترین دسترسی، به

سازی، یک پردازنده چهار در این شبیه .است شده انتخابسطح سیستم 

 𝑓𝑚𝑖𝑛ای از تنظیم فرکانس هر هسته بین بازه تیباقابلای همگن هسته

 استفاده شده است.  𝑣𝑚𝑎𝑥 تا   𝑣𝑚𝑖𝑛 و ولتاژ بین   𝑓𝑚𝑎𝑥 تا 

ها متفاوت است تا به دلیل تفاوت در بارهای کاری، فرکانس هسته

لاتر ولتاژ و فرکانس با  هایی که در سطوحعملکرد بهینه تضمیشود. هسته

کنند، انرژی بیشتری مصرف کرده و کارایی بهتری دارند. فعالیت می

است: سطح اول برای  یدوسطحشامل حافظه نهان  مورداستفادهمعماری 

 از .هااشتراکی بین هسته صورتبهها و سطح دوم ها و دستورالعملداده

تنظیم دینامیک ولتاژ و فرکانس  تیباقابل ARM Cortex-A  معماری

ی هاارزیابی مدل پیشنهادی، از مجموعه برنامه یبرا .است شده استفاده

تا  شده استفاده یبارکارعنوان به SPEC-CPU-2006 بسته محک

ی های یادگیرهایی برای مدیریت توان پویا با استفاده از الگوریتمداده

سازی سیستم در جزئیات کامل تنظیمات شبیه .ماشین تولید شود

 .است شده ارائه (1)جدول 

 نتایج و بحث -4-2
، دو یاچندهستهای از وظایف روی پردازنده با اجرای مجموعه

ایجاد شد. به دلیل  1و مطالعه موردی 4برای مطالعه موردی دادهمجموعه

 ها، کاهش ابعاد ضروری بودها نسبت به نمونهبیشتر بودن تعداد ویژگی

ها کاهش پیدا کند. بندی بهبود یابد و زمان اجرای مدلتا دقت طبقه

 ،Lasso ،PCA41برای این منظور، چهار روش کاهش ابعاد شامل 

Select-KBest و Select-From-Model نشان  جینتا .شدند یابیارز

ها عملکرد بهتری داشت و دقت نسبت به سایر روش Lassoداد که روش 

 به دلیل بهبود ها ارائه داد. بنابراین، این روشبینیبالاتری در پیش

عنوان روش اصلی کاهش ابعاد در عملکرد مدل و کاهش مؤثر ابعاد، به

بینی عملکرد سیستم تحت بارهای این پژوهش انتخاب شد و در پیش

 ارائه (1)مقایسه در شکل نتایج  .قرار گرفت مورداستفادهی مختلف کار

  .است شده

روش پیشنهادی، از الگوریتم درخت تصمیم استفاده شد  عمالبرای ا

، هاداده یبندطبقهکارایی بالا در  بالا. ریتفسسادگی و قابلیت  لیبه دلکه 

ن، علاوه بر ای. بندی انتخاب گردیدهای اصلی طبقهعنوان یکی از روشبه

 ،NN-K [28]الگوریتم  و [7] 41یالگوریتم بیزاز دو الگوریتم دیگر، یعنی 

ها ها بهره بردیم. ارزیابی مدلها و ارزیابی مدلبندی دادهنیز برای طبقه

، (recall) فراخوانی، )(precision ، صحت 45با استفاده از معیارهای دقت

 .صحت( انجام شد)میانگین هارمونیک دقت و  F1 و امتیاز

رده بندی کدرستی طبقههایی که مدل بهبینینسبت پیش ت:دق

های ترین سنجش کیفیت الگوریتمترین و اساسیاست. این معیار متداول

 .بندی استطبقه

(5) Accuracy =

41
TP + 40TN

TP + TN + 40FP + 42FN
 

 

 :کل هب شده یبندطبقه حیمثبت صح یهانسبت نمونه صحت

ه ک دهدینشان م اریمع نیمثبت. ا شده یبندطبقه یهانمونه

رده ک ییعنوان مثبت شناساکه مدل به ییهاتمام نمونه نیاز ب

 است، چه تعداد واقعاً به کلاس مثبت تعلق دارند.

(1) Precision =
TP

TP + FP
 

 

 
 کاهش ابعاد یهاروش سهیمقا (:2شکل )
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 :عنوان حساسیت یا نرخ مثبت بهکه  فراخوانی فراخوانی

های مثبت واقعی شود، درصد نمونهواقعی نیز شناخته می

و قدرت شناسایی مدل  اندشده ییشناسادرستی است که به

 .دهدرا نشان می

(0) Recall =
TP

TP + FN
 

 

 امتیاز F1: که  میانگین هارمونیک دقت و فراخوانی

و شناسایی کارایی مدل را در تعادل بین دقت  یطورکلبه

 .کندها ارزیابی میمثبت

(0) 
F1 − Score  =

TP

2TP + FP + FN
 

 

 به شرح زیر است: FNو  TP، TF ،FPدر روابط فوق منظور از 

 :TP بینی کند.پیش یدرستبه که مثبت واقعی 

 TN : کندیمی نیبشیپمنفی واقعی که مدل. 

 FP: در آن مدل به اشتباه  که ،4نوع یا خطای ، کاذب مثبت

 .کرده است ینیبشیپکلاس مثبت را 

 FN :طور بهدر آن مدل  که 1خطای نوع  یا ،منفی کاذب 

 کرده است.بینی پیش را نادرست کلاس منفی

است و  شده دادهنمایش  1تا  1 یهاشکلها در نتایج مقایسه مدل

 :تحلیل و تفسیر این نتایج بر اساس نمودارها به شرح زیر است

 بالاترین دقت را در مقایسه با سایر  الگوریتم درخت تصمیم

رین بیشت دارای آورده است. این الگوریتم به دستها الگوریتم

بینی عملکرد سیستم در و در پیشاست  TN و TP مقادیر

 .عمل کرده است خوبیتمام پنج پارامتر موردنظر به

 تری ها عملکرد ضعیفالگوریتم بیزی نسبت به سایر الگوریتم

مطالعه  و 4داشته و کمترین دقت را در هر دو مطالعه موردی 

 .ارائه داده است 1موردی 

 عملکرد  یطورکلبه 4ها در مطالعه موردی استفاده از الگوریتم

 .داشته است 1بهتری نسبت به مطالعه موردی 

نقش مهمی در  ،اینکه پیچیدگی زمانی یک تکنیک به توجه با

صورت تجربی از زمان اجرای آن مشهود تواند بهعملکرد آن دارد و می

 شان ارزیابی کرد. درها را بر اساس میزان کاراییتوان الگوریتمباشد، می

با  (K-NN) ترین همسایهنزدیک-k تمیالگور تحلیل پیچیدگی زمانی،

 ها،به دلیل نیاز به محاسبه فاصله بین تمام داده O(n2) مرتبه زمانی

 O(nlogn) یزمانزمان اجرای بالاتری نسبت به درخت تصمیم با مرتبه 

 یهادادهمجموعهدر مواجهه با  k-NN شود کهدارد. این مسئله باعث می

تری داشته باشد. از سوی دیگر، الگوریتم بیزی با بزرگ عملکرد ضعیف

به لحاظ پیچیدگی زمانی بسیار کارآمدتر  O(n) مرتبه زمانی خطی

کمتری نسبت به درخت تصمیم دارد. این کاهش دقت به ما دقت ا است،

شود. درخت هایی است که در مدل بیزی انجام میسازیدلیل ساده

 وجود پیچیدگی زمانی بیشتر نسبت به بیزی، به دلیل ساختار تصمیم، با

یل ها دارد و به همین دلتفکیک دادهمراتبیش توانایی بهتری در  سلسله

  .[32] دهدتعادل بهتری بین دقت و پیچیدگی زمانی ارائه می

کرد های عملبینی حالتبرای ارزیابی عملکرد الگوریتم پس از پیش

ANOVA س از تحلیل واریان، سیستم و تخصیص جفت ولتاژ و فرکانس

ه به متغیرهای وابستشد. این تحلیل بر اساس تقسیم واریانس  استفاده

شود: بخشی که توسط مدل رگرسیون توضیح داده دو بخش انجام می

، 0 و 0 شود و بخشی که ناشی از خطا است. بر اساس نتایج جداولمی

 :شودنکات زیر استنباط می

 

 جزئیات پیکربندی سیستم :(6جدول )

 پارامترها تنظیمات

ARM Cortex-A7 Core- Type 

ARMv7-A 
Core 

Microarchitecture 

4-core system 
The Number of 

Cores 

(1.278V,0.926V) Core Voltage 

(1.7GHZ,0.2GHZ) Core Frequency 

mem-type:DDR3_1600_8x8, 

mem-size:256MB 
Memory 

32kB L1-I Cache 

32kB L1-D Cache 

256kB L2 Cache 

 بینی فرکانستایج تحلیل رگرسیون برای پیشن( : 7جدول )
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بررسی دقت مدل، تفاوت  یبرا: SSE)( 20خطا اتمربعمجموع  

و  47411شده است. مقادیر  شده محاسبه بینیبین مقادیر واقعی و پیش

دهد که خطا بسیار کم و نزدیک برای متغیرهای وابسته نشان می 47445

 .به صفر است، که بیانگر عملکرد مطلوب مدل است

 یینضریب تع (R²):  ی آن دهندهنشان 4740و  4740مقادیر

از پراکندگی متغیرهای  %44و  %14است که مدل به ترتیب 

تر نزدیک 4دهد. هرچه این مقادیر به وابسته را توضیح می

 .تواند تغییرات متغیر وابسته را توجیه کندباشد، مدل بهتر می

 مقادیر ضریب تعیین اصلاح :شده ضریب تعیین اصلاح 

آمده است. نزدیکی این دستبه 4741و  4745شده برابر با 

دهد که متغیرهای مستقل در مدل نشان می R² مقادیر به

 .اند تغییرات متغیر وابسته را توضیح دهندتوانسته یخوببه

 نسبت F :نسبت F که از تقسیم MSR به MSE  محاسبه

دهد. بزرگی این را نشان می 1745و  271شود، مقادیر می

مؤثری  طوربهدهنده آن است که مدل رگرسیون مقادیر نشان

دهد و ها توضیح میماندهپراکندگی کل را نسبت به باقی

 .بنابراین مدل مناسبی است

 گیرینتیجه -۹
 ایهستههای چنددر این مطالعه، رویکردی برای مدیریت توان پردازنده

و یادگیری ماشین  پویا ولتاژ و فرکانس یبنداسیبا استفاده از تکنیک مق

ته بندی، توانسهای طبقهگیری از الگوریتممعرفی شد. این روش با بهره

طور دقیق برای بارهای کاری است سطوح بهینه ولتاژ و فرکانس را به

کارگیری این رویکرد منجر به کاهش بینی کند. بهمختلف پیش

ربی نتایج تج سربارهای پردازشی و بهبود کارایی کلی سیستم گردید.

های کاری سیستم و حجم خوبی با تغییراتنشان داد که این روش به

سازی تصمیمات مدیریتی بر اساس مختلف سازگار است و با بهینه

های گذشته، به بهبود عملکرد و افزایش طول عمر سیستم کمک داده

   .کندمی
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 هانویسزیر

1 Very-Large-Scale Integration 
2 Dynamic Voltage Frequency Scaling 
3 Dynamic Power Management 
4 Decision Tree 
5 Multi-Processor System on a Chip 
6 K-Nearest Neighbors 
7 Look-Ahead Earliest Deadline First 
8 Long Short-Term Memory  
9 Seq-to-Seq Long Short-Term Memory  
10 Million Instructions Per Second 
11 Full System 
12 Multicore Power, Area, and Timing 
13 Principal Component Analysis 
14 Baysian 
15 Accuracy  
16 True Positive 
17 True Negative  
18 False Positive 
19 False Negative  
20 Sum of squared errors 
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