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 ‫‫‫‫‫‫کارگیری رویکردهای یادگیری ماشین .../ طباطبائي و همکاران‫به

 

 

‌مقدمه -1
و ضرورت  ينیتوجه به گسترش شهرنش با اخیر، های در سال

مسکن و  ی هدر حوز يرو به رشد مصرف یازهایبه ن یيگو پاسخ

 رانیوارد ا محصولات سرامیکي انبوه دیتول هایآوریفنساختمان، 

تنها با رقابت شدید با افزایش رقابت در بازار، صنعت کاشي نه. اند شده

المللي نیز روبرو شده است. امروزه داخلي بلکه با رقابت در بازار بین

های کاشي و سرامیک جهت برقراری تعادل و حضور مستمر در شرکت

المللي، سعي در ارتقای کیفیت محصولات بازارهای داخلي و بین

افزایش  در جهت شده مطرحهای  یکي از روش[. 1تولیدی دارند ]

مترهای کیفیت محصولات تولیدی، استفاده از رویکرد الگوبندی پارا

مطلوب  آوریفنروش و  ی جهیدرنت ،مطلوب تیفیککیفي است. 

های مختلفي وجود دارند که از  ، روشمنظور نیبد. ردیگ يصورت م

 توجه موردهای اخیر  های یادگیری ماشین در دهه ، روشهاآنمیان 

 .اند پژوهشگران قرار گرفته

هستند  های کامپیوتریالگوریتم های یادگیری ماشین، الگوریتم

از  يآموزش هایداده نمونهاساس  سازی بریادگیری و مدلاز طریق که 

جموعه ی م هبا مشاهد ی،ریادگی ندیفرآ [.2] کنند يآن مسئله عمل م

شده توسط یک خبره انساني و ساخت های دارای برچسب مشخص داده

 شود. این مدل با استخراج الگوهای ها انجام مي یک مدل برای داده

در آینده را های بدون برچسب  بیني داده پیشها امکان  موجود در داده

 کارگیری به یبر رو یمتعدد قاتیتاکنون تحق فراهم خواهد کرد.

در کاربردهایي مختلف صنعتي مانند  یادگیری ماشین یها روش

[، رفع نواقص مربوط به 3آشکارسازی نقص در فرآیند بازرسي جوش ]

[، 4وها و آشکارسازی محل پلاک ]نامشخص بودن پلاک خودر

بندی  همچنین تشخیص عیب و دستهو  [5] بندی ارقام برنج دسته

انجام از مطالعات  يبرخ است. در ادامه انجام شده های سرامیکي کاشي

 .است شده در حوزه کاشي و سرامیک بررسي شده

انتشار صوتي یک روش بسیار کارآمد است که در صنعت برای 

 شفنگ و همکاران 2005در سال شود. استفاده مي آزمایش محصولات

ارتعاشات  ریتأث يرا جهت بررس 1يمصنوع يروش شبکه عصب کی، [6]

ها از نظر میزان بندی آن ی و دستهوارید یها يکاش یبر رو يصوت

های عصبي امکان  استفاده از شبکه ارائه کردند. هرچند ارتعاش صوت

برای رسیدن به  وجود نیبااکند،  ها را فراهم مي پذیری با داده تطبیق

های آموزشي زیادی لازم است و زمان  یک مدل کارا تعداد نمونه

 .استیادگیری شبکه نیز طولاني 

دو رویکرد متفاوت ماشین بردار ، نیز [7کنها و همکاران ]

بندی کیفي  هطبق را برای 3رین همسایهت نزدیک-kو  2پشتیبان

 جینتا اند. ارائه دادهمبنای انتشار صوت، های سرامیکي بر  کاشي

نشان درصد را  99/9تا  95بین آزمون، دقت  ی آمده در مرحله دستب

 دهد.مي

، ممکن تولیدو پس از  شیدر مراحل پ محصولات دیتول ندیدر فرآ

ها در  شود. اطلاع از انواع نقص انینما آنهادر  يمتفاوت وبیاست ع

از  یریگ شیدر پ یيبسزا ریمربوط به آن، تأث یجهت کنترل پارامترها

 یيها یکردرو ،منظور نیمحصول دارد. بد تیفیک شیو افزا صنق ایجاد

در ادامه  است. شده يها معرف انواع مختلف نقص یيدر جهت شناسا

 گردند.مي یکردها معرفيبرخي از این رو

البهیری و های سرامیکي، نواقص مربوط به کاشي جهت رفع

 ینقص بر رو صیتشخ برای ای دو مرحله کردیرو کی، ]8[ همکاران

 ی در مرحلهصورت که بدین. اند دادهارائه  يکیسرام یها يسطوح کاش

استفاده کرده و پس  یعنوان ورود به تولیدی هایيکاش ریوااز تص ،اول

داده  مایشن يعنوان خروج به ریتصو یها بلاک ستوگرامیه ،آناز 

 یعنوان ورود قسمت اول به ياز خروج ،دوم ی . در مرحلهشوند يم

. شودمياستفاده  صنقیي مکمل جهت شناسا ریو از تصو کردهاستفاده 

نیازمند انجام مکمل،  ریپردازش تصو اتیعملاعمال  لیروش به دل نیا

 .استهمراه  صیسرعت تشخ است و با کاهش ياضاف اتیعمل

نگ و ا رمرتبط ب یها يژگیو بیاز ترک ،نیز ]9[ و همکارانشارما 

مطالعه،  نی. در ااندکردهنقص استفاده  صیجهت تشخ ها يبافت کاش

زمان رخداد هم سیماتر ،يبافت کاش یها يژگیمنظور استخراج وب

زا صورت گرفته مج يرنگ یاست. پژوهش فوق در سه فضاشده شنهادیپ

 نیتر زدیکن-k بان،یبردار پشت نیماش یبندهاو در هر فضا، طبقه

اند.  بکار گرفته شده ،یساز مدلبرای صورت مجزا ب نیزیو ب هیهمسا

دقت را  نیشتریب نیزیآمده، در هر سه فضا، مدل ب دستب جیطبق نتا

 .شته استاها د مدل سایرنسبت به 

از رویکرد بینایي ماشین  ]10[پاتیل و همکاران در پژوهش دیگر 

اند. در این های سرامیکي استفاده کردهتشخیص نقص در کاشي برای

و نقص شده بندی طبقهپردازش و های سرامیکي روش تصاویر کاشي

شود. روش پیشنهادی در احتمالي موجود در آنها تشخیص داده مي

-ی اصلي است. اولین مرحله، پیشپژوهش فوق، شامل سه مرحله

دوم، از یکسری عملیات پردازشي ی پردازش تصاویر است. در مرحله

 ،نیز ی سومشود. در مرحلهبرای تشخیص نقص در تصاویر استفاده مي

براساس شود. بندی انواع مختلف نقص پرداخته ميطبقهبه 

رویکرد پیشنهادی در تشخیص شش نوع نقص م شده، اهای انج آزمایش

ای اب و خطاههای مربوط به لعموفق بوده و قادر به شناسایي نقص

 خراش نیست.

ویکرد همراه راز رویکرد کاهش ابعاد به، ]11[ رامادهان و همکاران

های بندی کیفیت سطوح کاشيشبکه عصبي مصنوعي جهت طبقه

به پنج کلاس  را از نظر سطح هاکاشي آنها ند.اهسرامیکي استفاده کرد

تقسیم  های خشک و خراش: عادی، برش، ترک، لکهشامل مجزا

 4256متشکل از  یدادهانجام آزمایش بر روی مجموعه با  .اند کرده

 حاصل شد.درصد  13/90بندی تصویر، دقت طبقه

هایي برای تشخیص نقص در ای تحت عنوان مدلدر مطالعه

و تحلیل تصاویر سه بعدی جهت رویکرد تجزیه ، از های سرامیکيکاشي

 شده است استفاده هاسطح کاشيموجود در یابي خودکار نقایص مکان

ساخت تصاویر سه بعدی از پارامترهای  برای در این مطالعه،. ]12[
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 ‫‫‫‫‫‫کارگیری رویکردهای یادگیری ماشین .../ طباطبائي و همکاران‫به

 

استفاده  4ح کاشي به همراه روش مثلث سازی لیزرسطتصویربرداری 

های تجزیه و تحلیل شامل الگوریتم پیشنهادی رویکرداست.  شده

یابي و جستجو، مکانجهت  هاسطح کاشي مربوط به تصاویر سه بعدی

 است. ح کاشيسطي نقص ارزیاب

افزایش دقت و سرعت تشخیص  جهتهایي که  در راستای تلاش

 ، کاره و همکارانشده استهای سرامیکي انجام  وجود نقص در کاشي

بندی  های همبند جهت طبقه ، از یک روش مبتني بر یافتن مؤلفه]13[

. این روال، بر اساس تحلیل رنگ اند کردههای سرامیکي استفاده  کاشي

روش  شود. را شامل مي 5ها عمل کرده و عملیات مورفولوژی کاشيبافت 

 امکان شناسایي تعدادی عیوب خاص را دارد. شده ارائه

درجه یک  يکاش ،يکیمحصولات سرام معمول در تولیدات بطور

تر  ها با کیفیت پایین تر، کاشي اعداد بزرگ کیفیت را داراست و نیبالاتر

تعیین  ،ی اساسي در صنعت سرامیکدهند. یکي از نیازها را نشان مي

 یبند درجه ستمیس کی يطراح نوع درجه کاشي است به همین دلیل

 .کند  فایصنعت ا نیابرای ارتقاء را  ينقش مهمتواند  مي دکار،خو

 ستمیس کی ،]14[ و همکاران کماریلسنتای در مطالعه

اند. در این  ارائه داده يکیسرام یها يکاش یبرا را خودکار یبند درجه

مربوط  یها يژگیجهت استخراج و ،6موجک گسسته لیاز تبدسیستم، 

 استخراج یبرا 7یسطح خاکستر انسیکووار سیو از ماتر  يبه بافت کاش

تلفیق از بندی نیز  برای طبقهاستفاده شده است.  یآمار یها يژگیو

 نیتر کینزد-kرو و  پیش يبند شبکه عصبطبقه به همراه ها يژگیو

 کردیدقت مطلوب رو يتجرب جیاستفاده شده است. نتا ه،یهمسا

 .دهد يرا نشان م يبند شبکه عصببا استفاده از طبقه یشنهادیپ

بندی خودکار ، یک سیستم درجه]15[راجا  یدیگر یدر مطالعه

از شبکه . در این سیستم، است های سرامیکي ارائه کردهبرای کاشي

بندی درجه یکرد یادگیری عمیق جهترو عصبي کانولوشن مبتني بر

 یبنددقت طبقه يتجرب جینتا .شده استها استفاده سطوح کاشي

 د.ندهينشان م درصد را 17/96

های یادگیری  کارگیری روشهدر این پژوهش قصد داریم با ب

 های سرامیکيابعادی کاشي اتماشین، پارامترهای مؤثر در ایجاد انحراف

قبل از  ی انحراف کاشي ي دستهبین پیش را شناسایي کرده و مدلي برای

ورودی مورد استفاده در سیستم  یپارامترها .ارائه دهیم تولید آن را

که توسط کارشناسان در  پیشنهادی، شامل مقادیر عددی هستند

. پارامتر خروجي اند گیری شده های مختلف خطوط تولید اندازه قسمت

صورت کارشناسان،  بدین .است یدیتول های يکاشبعاد ا ،مورد انتظار

بیني  های تولیدی را پیش قبل از تولید محصول، انحراف ابعادی کاشي

گیری مناسب  بیني میزان انحراف، تصمیم نتیجه پیش بر اساسکرده و 

نمایند.  های مدیریتي آن مجموعه اتخاذ مي را با توجه به سیاست

ممکن است انحراف متوسط قابل پذیرش مثال، در برخي موارد  عنوانب

مثال دیگر در  عنوانبقبول باشد. یا  قابل ریغباشد و در برخي مواقع 

ها دارای انحراف کوچک باشند، پذیرفته  تمام کاشيیک ساختمان اگر 

است؛ اما اینکه برخي انحراف کوچک و برخي دیگر انحراف بزرگ 

 ست.داشته باشند، این ناهمگن بودن قابل پذیرش نی

موارد رد کیفیت، به معنای  اتفاق بهطور معمول در اکثر قریب ب

قبول بودن میزان انحراف کاشي است. به این ترتیب با  قابلر یغ

شود که در صورت  بیني دسته انحراف کاشي، این امکان فراهم مي پیش

های ورودی اقدام  نیاز، کارشناسان نسبت به اصلاح مقادیر ویژگي

 نمایند.

توان در موارد زیر  خلاصه سهم علمي این تحقیق را ميبطور 

 خلاصه نمود:

 انح راف   یکنن ده  ين  بی شیپ   کی   یساز پژوهش با مدل نیدر ا

مانن د درص د آب،    دی  مرب وط ب ه تول   یاساس پارامترها بر يکاش

کوره، امکان انحراف در ابع اد را قب ل از    یرطوبت، ضخامت و دما

 وبی  مع يکاش   دی  نموده تا بت وان از تول  ينیب شیپ ،يکاش دیتول

 کرد. یریجلوگ

 در  یا ت اکنون مطالع ه   دهد، يما نشان م یها يکه بررس یيتا آنجا

قب ل از   یدی  تول یه ا  يکاش   یانحرافات ابعاد ينیب شیپ ی نهیزم

 هوشمند، انجام نشده است. یها بر اساس روش يکاش دیتول

 یبند طبقه نیچند ها يکاش يفیک بندیطبقه ندیجهت بهبود فرآ 

 نیب  کنن ده در   یبن د  طبق ه  نیو کاراتر يابیمختلف ارز یکننده

 يابی  ارز  يژگیو دسته نیچند نیمشخص شده است. همچن ها آن

انح راف   یری  گ میدق ت تص م   شیمؤثر در اف زا  یرهایشده و متغ

ب وده   ایگون ه ک رد ب ه  یرو نیاند. اعمال ا شده یيشناسا زین يکاش

درصد هم فرات ر   99ها از مرز  داده یبر رو صیاست که دقت تشخ

 .روديم

 
‌(:‌بلوک‌دیاگرام‌روش‌پیشنهادی1شکل‌)
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‌روش‌پیشنهادی -2

ای پیشنهاد داده  در راستای اجرای پژوهش حاضر، روشي چهار مرحله

 آوری شده ی جمعها داده پردازش ی اول، از پیش شده است. در مرحله

ها استفاده  ر دادهی خطاهای احتمالي موجود دساز مرتفعجهت 

ی  ، از ساختار اولیه و ساختارهای اصلاح شدهی دوم شود. در مرحله مي

های مؤثر اولیه استفاده  ها برای شناسایي و استخراج ویژگي ویژگي

های مؤثر  ی سوم نیز، به شناسایي و معرفي ویژگي شود. در مرحله مي

بیني  رای پیشبند مختلف ب ی آخر، سه طبقه نهایي پرداخته و در مرحله

در شکل  شوند. مراحل فوق های تولیدی معرفي مي میزان انحراف کاشي

 .شوند يم حیتشر بیبه ترت ادامهدر ( نمایش داده شده و 1)

‌ها‌پردازش‌داده‌پیش -2-1

و ی ساز در جهت آماده ينظر، اقدامات مورد یها قبل از استفاده از داده

 يکیها،  داده یساز آماده. ردیگ يها صورت مموجود در آن یها رفع چالش

که  يجمله اقدامات است. از میحج یها مراحل کار با داده نیتراز مهم

هدف از  .تها اس داده یساز نرمال رد،یگ يمرحله انجام م نیدر ا

های ناشي از اثرات ناخواسته در  ی تفاوتساز مرتفعسازی،  نرمال

پارامترهای  در مقدارها، ممکن است  ها است. این تفاوت مجموعه داده

های انتخابي مشاهده گردیده و اثرات نامطلوبي  شده از نمونهگیری اندازه

 .]16[آورند  به همراهرا در دقت پژوهش 

ه ا را   ش بکه ک ه   های اطلاع اتي  موجود در بانک مشکلات گریاز د

همچنین وجود اغتشاش ها و  دادهبرخي وجود کنند؛ عدم  دچار خطا مي

 ،یيخطاه ا  نیاز وق وع چن    یریجه ت جل وگ  . ]17,18[ اس ت  هادر آن

ح ذف   ي موجودفوق از مجموعه بانک اطلاعات ریمقاد یحاو یرکوردها

ابع  اد  نی  ین  امرتبط در تع یه  ا يژگ  یو يبرخ   نی. همچن  ش  وند يم  

توس ط   زی  ن يپس از مشورت با افراد خبره و برخ   ،یدیتول یها يکاش

 .گردند يحذف م ها دهاز مجموعه دا ،8يبستگمروش ه

‌استخراج‌ویژگی -2-2

های دخیل در فرآیند تولید  در این مرحله، از تعیین تمامي ویژگي

از یک نمونه  شده ثبتهای  جهت برقراری ارتباط بین مقادیر ویژگي

 ها ویژگي نیاشود.  کاشي و برچسب خروجي همان نمونه، استفاده مي

قادر به  دیبا ،یورود  یها عنوان داده به دیجد یها با ورود نمونه

 باشند. ونهآن نم يخروج یدرست برچسب مناسب برا صیتشخ

‌های‌مؤثر‌شناسایی‌ویژگی -2-3

ی  های مؤثر تعیین کننده ها، به تشخیص ویژگي پس از استخراج ویژگي

های  بدین منظور برخي ویژگي شود. نظر پرداخته مي خروجي کیفي مد

 برشوند. همچنین به تحلیل و ارزیابي نتایج  اولیه اصلاح و حذف مي

 شود. پرداخته مي شده اصلاحهای  های اولیه و ویژگي ی ویژگيرو

‌بندی‌طبقه -2-4

و  بانیبردار پشت نیماش ،9يجنگل تصادف کردیاز سه رو ،پژوهش نیدر ا

 ابعادپارامتر  ریمقاد نیو تخم یساز جهت مدل 10منطقي ونیرگرس

د کریسه روبه تشریح این . در ادامه شود ياستفاده م یدیتول یها يکاش

 .شود اخته ميپرد

‌جنگل‌تصادفی -2-4-1

حاوی ساختاری  ماشین، با یادگیری های روشاز  يتصادفي یک  جنگل

تصمیم  های است. در این روش، درخت درخت تصمیم تعدادی

و با  دشدهیتولصورت مجزا از یکدیگر و با استفاده از مجموعه آموزش  به

 نیتر مهماز . ]21-19[شوند  های مختلف ترکیب و ارزیابي مي روش

عنوان جایگزین درخت ستفاده از رویکرد جنگل تصادفي بدلایل ا

.]22,23[است  برازش شیبتصمیم، رفع مشکل 

‌ماشین‌بردار‌پشتیبان -2-4-2

بند دودویي است که با استفاده از ماشین بردار پشتیبان یک طبقه

های یک کلاس بردارهای پشتیبان یک ابر صفحه بهینه را یافته و داده

کند  بند سعي مي این طبقه. ]24[ کندجدا مي را از کلاس دیگر

ای از یکدیگر جدا کند که بیشترین  های دو کلاس را به گونه داده

. به همین علت ماشین بردار ه داشته باشنداز خط جدا کنندرا حاشیه 

که این هنگامي. ها است پشتیبان معروف به داشتن عمومیت در داده

توان از توابع هسته باشند، ميخطي قابل تفکیک ها بصورت غیرکلاس

متفاوتي برای نگاشت بردارهای ورودی در فضایي با ابعاد بالاتر استفاده 

 .کرد

‌رگرسیون‌منطقی -2-4-3

های مختلف در زمینه پرکاربردرگرسیون منطقي یک روش بند  طبقه

هر کلاس را تخمین زده و  11کند تابع احتمال پسین سعي مياست که 

 در مدل رگرسیون منطقي کلاس با بیشترین احتمال را انتخاب کند.

 .]25[ شودبرآورد مي 1تا  0در محدوده کلاس احتمال وقوع یک 

‌ارزیابی‌نتایج -3

روش  یساز ادهینظور پمبپایتون  نویسي زبان برنامهاز  در پژوهش حاضر،

صحت مدل  يجهت بررس ،نی. همچنشده استاستفاده  ی،شنهادیپ

کار گرفته هب Times-10-Fold-10ي اعتبارسنج یکردرو ،یشنهادیپ

و از هر چهار برچسب  يصورت تصادف به نیز، ها انتخاب داده شده است.

 صورت تصادفي ها به انتخاب داده .گیردميصورت  ستمیس يخروج

 عیتوز ی نحوه ات نامطلوبریتأثدارای عملکرد توزیع یکنواخت بوده و 

 .]26[ نماید را مرتفع مي یساز مدل ندیفرآ یها برا داده

سازی مراحل روش پیشنهادی و ارزیابي  در این قسمت به پیاده

 شود. سازی پرداخته مي نتایج پیاده

204

 [
 D

O
I:

 1
0.

52
54

7/
jia

ee
e.

19
.2

.1
99

 ]
 

 [
 D

O
R

: 2
0.

10
01

.1
.2

67
65

81
0.

14
01

.1
9.

2.
8.

6 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

ae
ee

.c
om

 o
n 

20
26

-0
2-

16
 ]

 

                               4 / 8

http://dx.doi.org/10.52547/jiaeee.19.2.199
https://dor.isc.ac/dor/20.1001.1.26765810.1401.19.2.8.6
http://jiaeee.com/article-1-1035-en.html


 208-201صفحه  -1401  تابستان  -شماره دوم -سال نوزدهم -برق و الکترونيک ايران مجله انجمن مهندسي

Jo
u
rn

al o
f Iran

ian
 A

sso
ciatio

n
 o

f E
lectrical an

d
 E

lectro
n
ics E

n
g
in

eers V
o
l.1

9
 N

o
.2

 S
u
m

m
er2

0
2
2
 

 ‫‫‫‫‫‫کارگیری رویکردهای یادگیری ماشین .../ طباطبائي و همکاران‫به

 

 ها‌سازی‌داده‌توصیف‌و‌آماده -3-1

 سیماتر کیشامل  ق،یتحق نیدر ا مورداستفادهساختار بانک اطلاعات 

 است. 478 × 1ي با ابعاد بردار خروج کیو  478×  71با ابعاد  یورود

کارخانه  کیکف  يکاش دیمربوط به خط تولهای  ماتریس ورودی، داده

، جامع و فوق . بر طبق نظرات افراد خبره، مجموعه دادههستند یدیتول

 يو بررس صیتشخ ق،یتحق ی نهیدرزم کننده نییتع یها يژگیهمراه با و

اطلاعات  یحاو خروجي نیز، است. بردار یدیتول یها يکاش تیفیک

تعداد  یبرچسب مختلف برا 4با  یدیتول یها يکاش به ابعادمربوط 

ی این  دهنده ها نشان برچسباین از  کیاست. هر ينمونه کاش 478

کدام  هکارشناسان، ب صیمربوطه برحسب تشخ یدیتول يکه کاشاست 

 نیکه در ا یها و محدوده ابعاد کلاس ياسام .ابدیانتقال  دیقسمت با

 نشان داده شده است. (1) در جدول رندیگ يها قرار م دسته

‌ی‌تولیدیها‌(:‌محدوده‌اندازه‌و‌کلاس‌کاشی1جدول‌)

 کلاس متر( محدوده ابعاد )برحسب میلي

0/499 – 9/497 Small

1/500 – 1/499 Medium

1/501 – 2/500 Large

Reject < 9/497و  > 1/501

ها اشاره شد، پس از  داده پردازش پیشطور که در قسمت  همان

ها در مدل  داده یریکارگ بهساز و وابسته، جهت  مشکل یها حذف داده

سازی مقادیر  نرمالپس از . ها را نرمال نمودنآ دیبا ،یشنهادیپ

در قسمت  شده انیبمراحل  یساز ادهیپای و  های داده ستون

 324×  56به ابعاد  یيها، اندازه بانک اطلاعات نها داده پردازش پیش

شده عبارتند از: اندازه  حذف یورود ی. پارامترهاکرده است دایکاهش پ

کد شناسه، کد طرح و تعداد ده عدد از  کل،یقالب پرس، فشار پرس، س

‌کوره. یهادما يمربوط به برخ یپارامترها

شود، نیاز به  يشامل مپارامتر محدوده ابعاد که خروجي تولید را 

سازی،  که در انتهای فاز مدلعنوان مثال، درصورتیدارد. ببیني  پیش

( به 1های موجود در جدول ) اندازه بر اساسبیني شود که کاشي  پیش

رود، بایستي مراحل تولید توسط کارشناسان متوقف  مي reject ی دسته

شده و مقادیر پارامترهای فرآیند تولید مجدداً تنظیم و اصلاح گردند. 

 شود. صورت، خروجي قبل از تولید تغییر پیدا کرده و بهینه مي بدین

‌معیارهای‌ارزیابی -3-2

های پیشنهادی، نیاز به  و ارزیابي نتایج اعتبارسنجي مدل جهت تحلیل

در این  مورداستفادهتعیین معیار ارزیابي است. معیارهای ارزیابي 

، (Precision) ، صحت(Accuracy) پژوهش، عبارتند از: دقت

 .F (F-Measure)معیار و (Recall) بازخواني

به  ،ينیب شیدقت پمقدار میانگین ( جهت بدست آوردن 1رابطه )

 رود يکار مب یشنهادیشده در مدل پ استفاده یها کلاس يتمام یازا

]27[. 

(1) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
1

𝑙
∑

𝑡𝑝𝑖 + 𝑡𝑛𝑖
𝑡𝑝𝑖 + 𝑓𝑝𝑖 + 𝑡𝑛𝑖 + 𝑓𝑛𝑖

𝑙

𝑖=1

 

صحیح،  صورت به iتعداد رکوردهایي است که در کلاس  tpi که در آن

تعداد رکوردهایي است که در کلاس  tniشوند؛  مثبت تشخیص داده مي

i شوند؛  ، منفي تشخیص داده ميصورت صحیح بهfpi  تعداد رکوردهایي

تعداد  fniشوند؛  اشتباهاً مثبت تشخیص داده مي iاست که در کلاس 

شوند  اشتباهاً منفي تشخیص داده مي iرکوردهایي است که در کلاس 

 ها است. نیز تعداد کل نمونه lو 

آوردن مقدار میانگین بازخواني مدل  دستبی  (، رابطه2رابطه )

[. از این رابطه جهت 27است ] ها پیشنهادی به ازای هر یک از کلاس

از یک  صورت صحیح به شده یبند طبقه موارد نسبت آوردن دستب

 گردد. استفاده ميکلاس به تعداد موارد حاضر در کلاس مذکور 

(2) 𝑅𝑒𝑐𝑎𝑙𝑙 =
1

𝑙
∑

𝑡𝑝𝑖
𝑡𝑝𝑖 + 𝑓𝑛𝑖

𝑙

𝑖=1

  

بودن مدل  ضعیف لیبه دلمقدار میانگین بازخواني ممکن است، 

از کنار معیار بازخواني زیاد شود. جهت رفع این مشکل، در پیشنهادی، 

، از رابطه منظور نیبدشود.  نیز استفاده مي نام صحته معیار دیگری ب

ی هریک به ازاآوردن میزان صحت مدل پیشنهادی  دستب( جهت 3)

 .]27[شود  ، استفاده ميشده یبند طبقههای  از کلاس

(3) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
1

𝑙
∑

𝑡𝑝𝑖
𝑡𝑝𝑖 + 𝑓𝑝𝑖

𝑙

𝑖=1

 

رشد نکرده و  باهمدر برخي موارد، معیارهای بازخواني و صحت 

جهت حل مشکل . ]28,29[بندی نیستند  کلاس دقتقادر به افزایش 

شود. این معیار،  در کنار معیارهای پیشین استفاده مي Fفوق، از معیار 

؛ بازخواني و صحت است دار مابین دو کمیت کننده میانگین وزن توصیف

گردد  مي بندی کلاسرزیابي بنابراین، استفاده از آن سبب افزایش دقت ا

 .]27,28[گردد  محاسبه مي( 4)رابطه  از طریق Fمعیار  .[29]

 

(4) 𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

میانگین ماکروی  RecMمیانگین ماکروی صحت و  PrcMکه در آن 

 بازخواني است.

ریختگي محاسبه  ماتریس درهم بر اساسمقادیر معیارهای فوق، 

ریختگي، در جهت رفع مشکل عدم توازن  شوند. از ماتریس درهم مي

حاضر،  ی در مطالعه .]30[شود  های خروجي استفاده مي برچسب

معیارهای ماتریس  بر اساسسازی شده  های پیاده تحلیل و مقایسه مدل

 گیرد. ریختگي با تعداد چهار کلاس مجزا صورت مي درهم
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‌ویژگی -3-3 ‌مجموعه ‌و‌‌تحلیل ‌اولیه ‌مؤثر های

‌بندی‌کننده‌طبقه

های مؤثر در تعیین ابعاد  در این تحقیق، جهت بررسي ویژگي

 شود. اوت استفاده مياریوی متفهای تولیدی، از طراحي سه سن کاشي

ی در مرحله ی مستخرجهامتغیرتمامي  ی اول، ازدر سناریو

. در این راستا گرددها استفاده ميجهت آموزش مدلها  سازی داده آماده

ویژگي در چهار  56رکورد آموزش و  324تعداد  معیارهای ارزیابي با

 .گرفته استي قرار بررس موردتولیدی،  های سطح مربوط به ابعاد کاشي

های  تولیدی با ویژگي های متخصصان، ارتباط تغییر ابعاد کاشي

گیری از نمونه اولیه در قسمت  قالب ی ی پس از مرحله گیری شده اندازه

پرس و نیز پارامترهای مربوط به دماهای مختلف واحد پخت و کوره را 

ا ارزیابي ب جهت در سناریوهای دوم، معیارهای دانند. بدین مي تر محتمل

ویژگي در چهار سطح مربوط به ابعاد  33رکورد آموزش و  324تعداد 

این پارامترها عبارتند . گرفته استي قرار بررس موردتولیدی،  های کاشي

از: دمای سطح، درصد آب، دانسیته، ویسکوزیته و وزن مربوط به 

های مختلف  ی پرس و درنهایت دمای قسمت های پس از مرحله بخش

 کوره.

رکورد  324تعداد  ، معیارهای ارزیابي بانیز در سناریوی سوم

تولیدی،  های ویژگي در چهار سطح مربوط به ابعاد کاشي 20آموزش و 

های  ها، دمای قسمت ویژگياین . هریک از استهگرفتي قرار بررس مورد

که تمامي پارامترهای صورت بدیندهند.  کوره را نشان ميمختلف 

گردند.  حذف مي  دهورود به مرحله پخت از مجموعه دامربوط به قبل از 

 است. مشاهده قابل( 2نتایج محاسبه معیارهای فوق در جدول )

‌(:‌نتایج‌ارزیابی‌سناریوهای‌انتخابی2جدول‌)

 Fمعیار  صحت بازخواني دقت مدل سناریو

 اول

 9891/0 9917/0 9885/0 9899/0 جنگل تصادفي

 9779/0 9789/0 9824/0 9820/0 بانیبردار پشتماشین 

 9872/0 9897/0 9870/0 9882/0 رگرسیون منطقي

 دوم

 9913/0 9943/0 9896/0 9914/0 جنگل تصادفي

 9696/0 9713/0 9758/0 9825/0 ماشین بردار پشتیبان

 9888/0 9931/0 9867/0 9898/0 رگرسیون منطقي

 سوم

 9917/0 9945/0 9902/0 9918/0 جنگل تصادفي

 9640/0 9663/0 9689/0 9805/0 بردار پشتیبان ماشین

 9913/0 9945/0 9897/0 9919/0 رگرسیون منطقي

 
‌(:‌نمودار‌کارایی‌مدل‌جنگل‌تصادفی‌بر‌روی‌سناریوها2شکل‌)

 
‌(:‌نمودار‌کارایی‌مدل‌ماشین‌بردار‌پشتیبان‌بر‌روی‌سناریوها3شکل‌)

‌روی‌سناریوها(:‌نمودار‌کارایی‌مدل‌رگرسیون‌منطقی‌بر‌4شکل‌)

، بیبه ترت( 4( و )3(، )2های ) شکلدر  شده میترسنمودارهای 

ردار پشتیبان جنگل تصادفي، ماشین ب های مدلاز  آمده بدست Fمعیار 

 دهند. را نمایش ميتمامي سناریوها  روی و رگرسیون منطقي بر

‌نهایی‌های‌مؤثر‌و‌انتخاب‌مجموعه‌ویژگی‌تحلیل -3-4

جنگل تصادفي، ماشین بردار پشتیبان و های  در پژوهش حاضر، از مدل

عاد کاشي بندی خودکار مقدار پارامتر اب رگرسیون منطقي جهت دسته

یابي در هر سه . نتایج مقایسه معیارهای ارزشده است، استفاده تولیدی

 .دهدمينمایش را بیني انحرافات ابعادی  در پیشمدل، دقت مطلوب 

در تخمین خروجي منظور بررسي پارامترهای مؤثر اولیه هب

عنوان و، سه دسته از پارامترها ببیني، طي سه سناری های پیش مدل

ها تغذیه شدند. در سناریوی اول هرچند خروجي تمامي  ورودی به مدل

سازی شده از دقت مطلوبي برخوردار است ولي تعداد  های پیاده مدل

ا مطلوب ب دقت بهپارامترهای ورودی، نسبتاً زیاد است. هدف، رسیدن 

های کمتر است. متخصصان، دو احتمال را در رابطه با  تعداد ورودی

 های سرامیکي ارائه دادند. این احتمالات عبارتند از: انحرافات کاشي

های تولیدی، به پارامترهای  انحرافات ابعادی کاشي .1

 گیری شده پس از مرحله پرس بستگي دارند. اندازه

های  اهای قسمتهای تولیدی، به دم انحرافات ابعادی کاشي .2

 مختلف واحد پخت و کوره بستگي دارند.

ی احتمالات فوق، از ساختارهای پیشنهادی برآورده سازمنظور  به

های  نتایج ارزیابي مدل .است شدهدر سناریوهای دوم و سوم استفاده 

سازی شده بر روی سناریوهای انتخابي، در نمودارهای موجود در  پیاده

 .استشده ( نمایش داده 5)  شکل
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‌سازی‌شده‌بر‌روی‌سناریوها‌های‌پیاده‌(:‌نتایج‌ارزیابی‌مدل5شکل‌)

سازی  در پیاده عملکرددقت و  یبرتر، هاسناریو از آمدهبدستنتایج 

دهد. در این سناریو،  مي  نشانرا  ساختار موجود در سناریوی سوم

 شوند. سازی دخالت داده مي دماهای واحد پخت و کوره در مدلتمامي 

بیني،  تا این مرحله، همراه با انتخاب مدل مناسب برای پیش

صورت کلي،  بیني نتایج خروجي نیز به پارامترهای مؤثر اولیه در پیش

، دماهای نقاط مختلف کوره را شامل این پارامترهامعرفي گردیدند. 

، هدف نهایي یافتن پارامترهای نهایي دخیل در وجود نیبااشوند.  مي

، از روش انتخاب ویژگي منظورنیبدي است. تخمین خروجي کیف

ج ارزیابي مدل جنگل (، نتای6شکل ) .شده استاستفاده  12رو پیش

استفاده از در سناریوی سوم، با  موجود پارامترهای روی بر تصادفي را

این شکل، کارایي مدل در  دهد. نشان مي رو پیشروش انتخاب ویژگي 

 در. شودرفته و سپس ثابت مي ه پارامتر پنجم برسد بالاکه بتا زمانی

بعنوان  و کوره شده در واحد پختگیری ، پنج ویژگي اول اندازهواقع

 شوند. پارامترهای مؤثر نهایي شناخته مي

‌
(:‌نمودار‌کارایی‌مدل‌جنگل‌تصادفی‌بر‌روی‌پارامترهای‌6شکل‌)

‌دماهای‌کوره

سازی مدل جنگل تصادفي  در پژوهش حاضر، از پیاده بر این اساس

است، در پنج پارامتر ابتدایي  Fکه حاوی بیشترین مقدار برای معیار 

. این پنج پارامتر، دماهای بالاترین و شود يمسناریوی سوم، استفاده 

 شوند. نقاط کوره را شامل مي نیتر نییپا

‌گیری‌نتیجه -4

های  ی ماشین در حوزههای اخیر، استفاده از رویکردهای یادگیر در سال

قرار گرفته است. یکي از موارد استفاده از این  توجه موردبسیار مختلف 

های سرامیکي و کشف  بردن آنها در بازرسي کاشي بکارها،  روش

های تولیدی است. در این پژوهش، از مقایسه  انحرافات ابعادی کاشي

سه رویکرد جنگل تصادفي، ماشین بردار پشتیبان و رگرسیون منطقي 

 .شده استاستفاده  ه هدف فوقب رسیدن جهت

شده مختلف معرفي  گام سهدر مسیر طراحي روش پیشنهادی، 

های اولیه برای ایجاد مدل پایه و  . در گام اول، از استخراج ویژگياست

جهت ایجاد  شده اصلاحهای  از ویژگيدوم و سوم نیز،  های در گام

 های ابعاد کاشي. همچنین، پارامتر شده استکاراتر استفاده  های مدل

 عنوان خروجي کیفي انتخاب شده است.بتولیدی 

برتری عملکرد مدل جنگل  ی دهنده نشان شده انجامهای  آزمایش

تصادفي در سناریوی پیشنهادی گام سوم است. در این راستا، جهت 

های  کاهش زمان و افزایش دقت در کشف انحرافات ابعادی کاشي

در سناریوی سوم، پیشنهاد  شده يمعرفتولیدی، استفاده از متغیرهای 

گیری در فرآیند  گردد. این متغیرها، حاوی فاکتورهای قابل اندازه مي

 تولید کاشي و سرامیک، در مرحله پخت و کوره هستند.

درنهایت، جهت بررسي پارامترهای نهایي تأثیرگذار بر کیفیت، از 

سازی روش  ه. نتایج پیادشده استاستفاده  رو پیشروش انتخاب ویژگي 

بر روی متغیرهای مربوط به سناریوی برتر،  رو پیشانتخاب ویژگي 

ترین نقاط واحد  پارامترهای مربوط به دماهای بالاترین نقاط و پایین

، در پژوهش حاضر از جهت نیبد شوند. پخت و کوره را شامل مي

ی  گیری شده سازی مدل جنگل تصادفي بر روی پنج پارامتر اندازه پیاده

های بالا و پایین کوره را شامل  که کران دایي واحد پخت و کورهابت

 های بندی خودکار مقدار پارامتر ابعاد کاشي شوند، جهت دسته مي

 شود. ها استفاده ميتولیدی و کشف انحرافات ابعادی آن
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3 K-Nearest Neighbor (KNN) 
4 Laser Triangulation Method (LTM) 
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6 Discrete Wavelet Transform (DWT) 
7 Gray-Level Co-Occurrence Matrix (GLCM) 
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9 Random Forest 
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11 Posterior Probability 
12 Forward Feature Selection 
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