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Abstract:
This paper presents a probabilistic optimal power flow (POPF) algorithm considering different uncertainties in a smart grid. Different uncertainties such as variation of nodal load, change in system configuration, measuring errors, forecasting errors, and etc. can be considered in the proposed algorithm. By increasing the penetration of the renewable energies in power systems, it is more essential to consider the stochastic nature of wind power generation units. In this study, probability density function (PDF) of wind speed has been considered as Weibull. The proposed algorithm is based on point estimation method. In order to show the effectiveness of the proposed algorithm it has been applied to IEEE 14-bus test case power system. Simulation results show the effectiveness and precision of the proposed algorithm.
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1. Introduction

Smart grid is a complicated power network that uses bidirectional communications among energy resources, customers, and a central control system, which leads to optimal operation and control of power flow in a power system. Power quality improvements, optimal exploitation of renewable energy resources such as wind power, system self-repairing when failures happen, and opportunity for the customers to manage their electricity usage for minimizing their expenses and so on are some of the advantages of smart grid [1-3].

In recent years, utilization of renewable energy sources such as wind power and photovoltaics has been increased considerably because of some reasons such as environmental concern, increment in fossil fuels prices, etc. Using wind power in shape of wind farms has a high penetration in power systems. Therefore, probabilistic studies are essential to analyze these systems.

The power flow study has been commonly used as an efficient tool in power system expansion planning, real-time control and protection against different kinds of system faults such as short circuit fault. Since economic consideration, is one of the most important aspects in engineering decisions, the optimal power flow has been used instead of power flow due to minimizing the generation costs [18-19].

In the power plants, each generation unit has a specific cost function which shows the relation between generated power and cost in shape of a polynomial as below:

\[ C_i = \alpha + \beta P_i + \gamma P_i^2 \quad (i = 1, 2, \cdots, n) \]  

where \( \alpha, \beta, \) and \( \gamma \) are constant coefficients and \( n \) is the number of generators in the system.

In a sample system with \( n \) generator buses and power demand of \( P_D \), the optimal power flow has been used to minimize the total cost of generation, which equals the summation of each unit cost \( C_i \) while:

\[ P_D = \sum_{i=1}^{n} P_i \]  

In real power systems, because of many uncertainties, such as the variation of loads, the change in system configuration, and measuring or forecasting errors of parameters and input variables, the results of deterministic optimal power flow (OPF) is inaccurate [5]. Therefore, the probabilistic optimal power flow (POPF) is used to consider these uncertainties.

Solving power system load flow using probabilistic methods was first proposed by Borkowska in 1974 [13]. One of the most common methods in probabilistic studies is Monte Carlo (MC) simulation. The main drawback of MC simulation is time consumption. In MC simulation, for each probabilistic variable of the problem, a vector of numbers with size of \( N_P \) is selected according to its probability density function (PDF) using random number generating methods. Then, the deterministic solution is run for each generated random numbers. At last, the answer is obtained by averaging the \( N_P \) results. Obviously, the more accuracy requires the increment in \( N_P \).

The conventional MC simulation technique is very time consuming; therefore, other methods such as the first-order second-moment method (FOSMM) [6, 14], the cumulant method (CM) [7, 14], and the two-point estimation (T-PE) method [8, 9] have been used to solve the POPF problem. In the T-PE method, every uncertain variable is replaced with only two deterministic points, which placed on each side of the corresponding mean [12] that enables the use of the deterministic OPF.

Previous literatures have presented different solutions for OPF problem using two point estimation (T-PE) method. In these studies, only normal distribution has been considered for random variables [10, 11].

In this paper, stochastic behavior of demand loads is introduced in the OPF calculation by N-point estimation (N-PE) method and different types of probability distribution are discussed. In the N-PE method, each uncertain demand load is replaced with \( N_P \) points. One of the main advantages of the proposed approach is reduced computational time, since only \( N \cdot M \) runs of the deterministic OPF are needed for \( M \) uncertain variables.

The paper has been organized as follows: An introduction to variable wind speed and wind turbine generation is outlined in Section 2. Section 3 has been allocated to introduce the N-PE method. Section 4 has presented the application of N-PE method to solve the probabilistic optimal power flow (POF) problem. Monte-Carlo (MC) simulation has been discussed in Section 5. Results for the IEEE 14-bus test case have been presented in Section 6 and finally; some conclusions have been derived in the last section.

2. Wind Speed Modeling and Wind Turbine

Since using wind power can reduce the CO2/NOx/SO2 emissions generated by traditional fossil fuel, it is one of the cleanest types among all kinds of renewable energy sources. Besides that, wind power is an economic alternative in the areas with appropriate wind speeds [4].

Probabilistic nature of wind speed led to use probability density functions for it. The most common PDFs which has been used for this purpose is two-parameter Weibull distribution as following:
\[ f(x) = \frac{k}{\lambda} \left(\frac{x}{\lambda}\right)^{k-1} e^{-\left(\frac{x}{\lambda}\right)^{k}} \]  

where \( X \) represents the wind speed, \( \lambda \) is the scale parameter and \( k \) is the shape parameter. The PDF of wind speed has been depicted in Fig. 1.

![PDF of wind speed](image)

**Fig. 1. The PDF of wind speed; Weibull distribution**

Wind speed is converted to electrical power via (4):

\[
P_w = \begin{cases} 
0 & V_w < V_{cut-in} \text{ or } V_w > V_{cut-out} \\
0.5 \rho A \omega C_p \beta \eta V_w^3 & V_{cut-in} < V_w < V_{rated} \\
P_r & V_{rated} < V_w < V_{cut-out}
\end{cases}
\]  

where \( \rho \) is the air density; \( A = \pi R^2 \) is the area of the wind turbine rotor, \( R \) is the radius of the rotor; \( C_p \) is the performance coefficient; \( \eta \) is the tip-speed ratio; \( \beta \) is the blade pitch angle and \( V_w \) is the wind speed. \( V_{cut-in} \) and \( V_{cut-out} \) denote the cut-in and cut-out wind speed and \( V_{rated} \) is the wind speed at which the rated power, \( P_r \), is calculated [15, 16]:

\[
P_r = 0.5 \rho A \omega C_p V_{rated}^3 \]  

A wind turbine is actually an asynchronous generator which has negative generated reactive power \( (Q_w) \). In literature, usually \( \cos \phi \) is assumed 0.8 for a wind turbine, so \( Q_w \) is obtained from (4) easily.

In this study, Weibull distribution with corresponding parameters \( k=10 \) and \( \lambda=12 \) is used. Air density \( \rho \) is 1.2235 \((kg/m^3)\), wind turbine radius \( (R) \) is 45m, and \( C_p \) equals one.

### 3. N-Point Estimation (N-PE) Method

At the beginning, each uncertain variable of the problem (here is demand loads) has been replaced with \( N_p \) point around its mean value. \( N_p \) is arbitrary \((N_p=2, 3, \ldots)\) depending on the desired accuracy. The first step is finding these points place.

Let \( F \) be a function of \( M \) independent random variables as below:

\[
F = h(X) = h(x_1, x_2, \ldots, x_M)
\]  

where \( \mu_i \) and \( \sigma_i \) are expected value and standard deviation of \( x_i \) respectively.

The 4th moment of \( i \)th random variable with probability density function of \( p_i(x_i) \) has been defined as follow:

\[
M_k(x_i) = \int_{-\infty}^{\infty} (x_i - \mu_i)^k p_i(x_i) dx_i
\]  

\( \mu_i = 0, 1, \ldots, 2N_p - 1 \)

where \( p_i(x_i) \) is the probability density function (PDF) of the \( i \)th variable.

Let \( \lambda_{i,k} \) denote the ratio of \( M_k(x_i) \) to \( \sigma_i^k \), where \( \sigma \) is the standard deviation.

\[
\lambda_{i,k} = \frac{M_k(x_i)}{\sigma_i^k} \quad i = 1, 2, \ldots, M; \quad k = 0, 1, \ldots, 2N_p - 1
\]  

This coefficient has been used in equations of N-PE method. The expected value of the \( F \) can be calculated as below:

\[
\mu_F = E(h(x_1, x_2, \ldots, x_M))
\]

By using Taylor series expansion:

\[
\mu_F = h(\mu_1, \mu_2, \ldots, \mu_M)
\]

\[+\sum_{k=1}^{M} \sum_{l=1}^{M} \frac{1}{k!} \frac{\partial^k f}{\partial x_j^k} (\mu_1, \mu_2, \ldots, \mu_M) \lambda_{i,j} \sigma_j^k
\]  

Now assume that:

\[
x_{i,1} = \mu_1 + \xi_{i,1} \sigma_1
\]

\[
x_{i,2} = \mu_1 + \xi_{i,2} \sigma_1
\]

\[
\vdots
\]

\[
x_{i,N_p} = \mu_1 + \xi_{i,N_p} \sigma_1
\]

where \( x_{i,j} \) are the \( N_p \) predefined concentration points with which the PDF is estimated by. And let \( p_{i,1}, p_{i,2}, \ldots, p_{i,N_p} \) be the probability concentrations at \( \{x_{i,1}, x_{i,2}, \ldots, x_{i,N_p}\} \) respectively.

\( 2N_p \) parameters including \( \{p_{i,1}, p_{i,2}, \ldots, p_{i,N_p}, \xi_{i,1}, \xi_{i,2}, \ldots, \xi_{i,N_p}\} \) are unknown which could be determined from solving \( 2N_p \) equations. It is clear that the summation of the probability concentrations of all variables must be equal to one. So the first equation is formed as below:

\[
\sum_{j=1}^{M} \sum_{i=1}^{N_p} p_{i,j} = 1
\]  

As a fact the sum of the probability concentration should be equal to one. So that:

\[
p_1 + p_2 + \cdots + p_{N_p} = \frac{1}{M}
\]

By estimating the mean of \( N_p \) chosen points, we have:
\[
\mu_p = f(\mu_1, \mu_2, ..., \mu_M) \sum_{j=1}^{N_p} p_{i,j} \\
+ \sum_{i=1}^{N_p} \frac{1}{k!} \frac{\partial^k f}{\partial \xi_j^k} (\mu_1, \mu_2, ..., \mu_M) (p_{i,j} \xi_{j,1}^{k_1} + ... + p_{i,N_p} \xi_{j,N_p}^{k_{N_p}}) \sigma_j^k 
\]

\[\text{(16)}\]

Make the first 2Np orders of (10) and (16) equivalent, so we will find the 2Np-I required equations for jth variable as follow:

\[
p_{i,j} \xi_{j,1}^{k_1} + p_{i,j+1} \xi_{j,2}^{k_2} + ... + p_{i,N_p} \xi_{j,N_p}^{k_{N_p}} = \lambda_i 
\]

\[\text{i=1,2,3,...,2Np-I; j=1,2,3,...,M}\]  \[\text{(17)}\]

At the end we have a set of equation including (15) and (17) in dimension of 2Np with 2Np unknowns including \(p_{1,1}, p_{1,2}, ..., p_{1,N_p}, \xi_{1,1}, \xi_{1,2}, ..., \xi_{1,N_p}\) for each variable of the system.

As (17) shows, 2Np-I equations in the system are nonlinear. Therefore, numerical techniques are required to solve this set of equations. In this paper, this set of equations has been solved using FSOLVE command of MATLAB.

4. Application of N-PE Method to Solve POFP

The following flowchart given by Fig. 2 explains how the algorithm is performed:

Step 1: In the OPF problem, the random variables are active power loads (Pd) and reactive power loads (Qd). These variables which have been characterized by probability density function (PDF) are considered as inputs. Besides that, Np (number of estimated points) is an input.

Step 2: For the jth random variable the set of equations including (15), (17) has been solved to find unknowns \(p_{x,j}, \xi_{x,j}, (j=1, 2, ... N_p)\). After that, \(\{x_{s,1}, x_{s,2}, ..., x_{s,N_p}\}\) have been determined using (13).

Step 3: In this step, \(x_s\) has been replaced with \(x_{s,j}\) and other random variables are kept at their mean values to use them in deterministic OPF. OPF has been run by means of MATPOWER, using this new value for the jth variable and the mean values for other variables. The results have been saved as below:

\[
\theta_{s,1} = h(\mu_1, \mu_2, ..., x_{s,1}, ..., \mu_M) 
\]

\[
\theta_{s,2} = h(\mu_1, \mu_2, ..., x_{s,2}, ..., \mu_M) 
\]

\[\vdots\]

\[
\theta_{s,N_p} = h(\mu_1, \mu_2, ..., x_{s,N_p}, ..., \mu_M) 
\]

\[\text{(18)}\]

\[\text{(19)}\]

\[\text{(20)}\]

where \(\theta_s\) is the result of deterministic OPF solution, such as active generated power (Pd) and reactive generated power (Qd) of the generators of the system.

Step 4: At the end, the final answer has been obtained as below:

\[
E(F) = \sum_{i=1}^{M} [p_{i,1} \theta_{1,1} + p_{i,2} \theta_{1,2} + ... + p_{i,N_p} \theta_{1,N_p}] 
\]

\[\text{(21)}\]

\[
\text{VAR}(F) = \sum_{i=1}^{M} [p_{i,1} \theta_{1,1}^2 + p_{i,2} \theta_{1,2}^2 + ... + p_{i,N_p} \theta_{1,N_p}^2] - E(F)^2 
\]

\[\text{(22)}\]

where \(E(F)\) and \(\text{VAR}(F)\) are the mean value and the variance of the specific output results respectively.

5. Simulation Results

In order to demonstrate the effectiveness of the proposed algorithm, it has been applied to IEEE 14-Bus test case power system [17]. This system contains 14 buses, two generators, three synchronous condensers (bus 3, 6, and 8), 10 load points, and 20 branches. The single line diagram of the system has been depicted in Fig. 3.
The cost function of each generator has been considered as (1) and the value of $\alpha$, $\beta$, and $\gamma$ which are constant coefficients has been presented in Table 1. In order to run OPF, some constraints such as maximum and minimum active and reactive power have been considered for each generation unit. These constraints have given in Table 2. Bus voltages could vary from 0.94 to 1.06 per unit. For all the transmission lines, long term rating has been considered equal to 9900 MVA.

### Table 1. Cost function coefficients

<table>
<thead>
<tr>
<th>Generator</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>0</td>
<td>20</td>
<td>0.04303</td>
</tr>
<tr>
<td>$G_2$</td>
<td>0</td>
<td>20</td>
<td>0.2500</td>
</tr>
<tr>
<td>$G_3$</td>
<td>0</td>
<td>40</td>
<td>0.0100</td>
</tr>
<tr>
<td>$G_4$</td>
<td>0</td>
<td>40</td>
<td>0.0100</td>
</tr>
<tr>
<td>$G_5$</td>
<td>0</td>
<td>40</td>
<td>0.0100</td>
</tr>
</tbody>
</table>

Three different types of PDF have been considered for load points in this study; Normal, Uniform, and Weibull. A wind turbine with specifications which have been mentioned in Section 2 has been considered on Bus#11. Characteristic parameters of each PDF have been given in Table 3. Probability density functions of loads have been listed in Table 4.

### Table 3. Characteristic parameters

<table>
<thead>
<tr>
<th>PDF Type</th>
<th>First Parameter</th>
<th>Second Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>Mean ($\mu$)</td>
<td>Variance ($\sigma^2$)</td>
</tr>
<tr>
<td>Uniform</td>
<td>Lower Bound (a)</td>
<td>Upper Bound (b)</td>
</tr>
<tr>
<td>Weibull</td>
<td>Scale Parameter (a)</td>
<td>Shape Parameter (b)</td>
</tr>
</tbody>
</table>

Optimal power flow has been run in this system using Monte Carlo (MC) simulation, Two Point Estimation (T-PE) method, and Three Point Estimation method. Final outputs are mean value and standard deviation of active and reactive generated power of each generator and synchronous condenser of the system.

The stochastic OPF has been run using MC simulation with 1500 simulations, T-PE method, and Three Point Estimation method. The results of these simulations have been given in Table 5, Table 6, and Table 7 respectively. It can be seen that the results are very close to each other, in spite of large differences in required calculation time for each method. The required calculation time for MC simulation, T-PE method, and Three Point Estimation method have been compared in Table 8.

### Table 2. Generators constraints (MW & MVAR)

<table>
<thead>
<tr>
<th>Generator</th>
<th>$Q_{\text{max}}$</th>
<th>$Q_{\text{min}}$</th>
<th>$P_{\text{max}}$</th>
<th>$P_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>10</td>
<td>0</td>
<td>332.4</td>
<td>0</td>
</tr>
<tr>
<td>$G_2$</td>
<td>50</td>
<td>-40</td>
<td>140</td>
<td>0</td>
</tr>
<tr>
<td>$G_3$</td>
<td>40</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>$G_4$</td>
<td>24</td>
<td>-6</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>$G_5$</td>
<td>24</td>
<td>-6</td>
<td>100</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 4. Probability density functions of loads

<table>
<thead>
<tr>
<th>Bus Number &amp; Load Type</th>
<th>Distribution Type</th>
<th>First Parameter (MW)</th>
<th>Second Parameter (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Uniform</td>
<td>20</td>
<td>23.4</td>
</tr>
<tr>
<td>3</td>
<td>Uniform</td>
<td>10</td>
<td>15.4</td>
</tr>
<tr>
<td>4</td>
<td>Uniform</td>
<td>90</td>
<td>98.4</td>
</tr>
<tr>
<td>5</td>
<td>Uniform</td>
<td>16</td>
<td>22</td>
</tr>
<tr>
<td>6</td>
<td>Normal</td>
<td>47.8</td>
<td>2.25</td>
</tr>
<tr>
<td>7</td>
<td>Normal</td>
<td>-3.9</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>Normal</td>
<td>7.6</td>
<td>1.12</td>
</tr>
<tr>
<td>9</td>
<td>Normal</td>
<td>1.6</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Normal</td>
<td>11.44</td>
<td>25</td>
</tr>
<tr>
<td>11</td>
<td>Weibull</td>
<td>8.17</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>Normal</td>
<td>29.5</td>
<td>1.5</td>
</tr>
<tr>
<td>13</td>
<td>Normal</td>
<td>16.6</td>
<td>0.85</td>
</tr>
<tr>
<td>14</td>
<td>Weibull</td>
<td>9.56</td>
<td>8</td>
</tr>
<tr>
<td>15</td>
<td>Weibull</td>
<td>6.32</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>Uniform</td>
<td>5</td>
<td>7.2</td>
</tr>
<tr>
<td>17</td>
<td>Uniform</td>
<td>1</td>
<td>2.2</td>
</tr>
<tr>
<td>18</td>
<td>Normal</td>
<td>13.5</td>
<td>0.7</td>
</tr>
<tr>
<td>19</td>
<td>Normal</td>
<td>5.8</td>
<td>1.3</td>
</tr>
<tr>
<td>20</td>
<td>Uniform</td>
<td>13</td>
<td>16.8</td>
</tr>
<tr>
<td>21</td>
<td>Uniform</td>
<td>3</td>
<td>7</td>
</tr>
</tbody>
</table>
Table 5. Results of MC simulation (1500 simulations)

<table>
<thead>
<tr>
<th>Gen. &amp; Cond. Bus #</th>
<th>( P_0 (\text{Mean Value}) )</th>
<th>( P_0 (\text{Standard Deviation}) )</th>
<th>( Q_0 (\text{Mean Value}) )</th>
<th>( Q_0 (\text{Standard Deviation}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>193.9048</td>
<td>0.4429</td>
<td>0.2451</td>
<td>0.00085</td>
</tr>
<tr>
<td>2</td>
<td>36.6420</td>
<td>0.0852</td>
<td>23.4923</td>
<td>1.8523</td>
</tr>
<tr>
<td>3</td>
<td>27.1500</td>
<td>1.9669</td>
<td>24.0864</td>
<td>1.7263</td>
</tr>
<tr>
<td>6</td>
<td>0.3456</td>
<td>0.00077</td>
<td>9.8029</td>
<td>2.3874</td>
</tr>
<tr>
<td>8</td>
<td>6.2332</td>
<td>2.3037</td>
<td>8.0012</td>
<td>0.5301</td>
</tr>
</tbody>
</table>

Table 6. Results of T-PE method

<table>
<thead>
<tr>
<th>Gen. &amp; Cond. Bus #</th>
<th>( P_0 (\text{Mean Value}) )</th>
<th>( P_0 (\text{Standard Deviation}) )</th>
<th>( Q_0 (\text{Mean Value}) )</th>
<th>( Q_0 (\text{Standard Deviation}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>193.3617</td>
<td>1.4375</td>
<td>0.2376</td>
<td>0.00084</td>
</tr>
<tr>
<td>2</td>
<td>36.5462</td>
<td>0.2647</td>
<td>23.9595</td>
<td>1.8354</td>
</tr>
<tr>
<td>3</td>
<td>26.9418</td>
<td>1.9026</td>
<td>24.3729</td>
<td>1.7552</td>
</tr>
<tr>
<td>6</td>
<td>0.2786</td>
<td>1.8593</td>
<td>11.2044</td>
<td>2.4781</td>
</tr>
<tr>
<td>8</td>
<td>6.1192</td>
<td>2.0130</td>
<td>8.8727</td>
<td>0.5505</td>
</tr>
</tbody>
</table>

Table 7. Results of Three Point Estimation method

<table>
<thead>
<tr>
<th>Gen. &amp; Cond. Bus #</th>
<th>( P_0 (\text{Mean Value}) )</th>
<th>( P_0 (\text{Standard Deviation}) )</th>
<th>( Q_0 (\text{Mean Value}) )</th>
<th>( Q_0 (\text{Standard Deviation}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>193.6502</td>
<td>6.4624</td>
<td>0.00069</td>
<td>0.00015</td>
</tr>
<tr>
<td>2</td>
<td>36.3789</td>
<td>1.7881</td>
<td>23.3024</td>
<td>2.1667</td>
</tr>
<tr>
<td>3</td>
<td>26.4201</td>
<td>2.3422</td>
<td>23.9568</td>
<td>2.1116</td>
</tr>
<tr>
<td>6</td>
<td>0.2704</td>
<td>0.00013</td>
<td>12.1941</td>
<td>2.5390</td>
</tr>
<tr>
<td>8</td>
<td>5.9960</td>
<td>1.9214</td>
<td>8.4142</td>
<td>0.6794</td>
</tr>
</tbody>
</table>

Table 8. MCS, T-PEM, and 3-PEM Comparison

<table>
<thead>
<tr>
<th>Simulation Type</th>
<th>Calculation Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monte Carlo</td>
<td>239.91</td>
</tr>
<tr>
<td>2-Point Estimation</td>
<td>9.45</td>
</tr>
<tr>
<td>3-Point Estimation</td>
<td>38.74</td>
</tr>
</tbody>
</table>

The relative errors of active generated powers of generators between MC simulation, T-PE method, and Three Point Estimation method have been given in Table 7. There are two considerable errors in Table 9, 19.38% and 21.76%.

It is because of the errors in numerical solution of a nonlinear set of equations, including (17). However, the errors are acceptable.

Table 9. Relative errors of \( P_0 \)

<table>
<thead>
<tr>
<th>Bus Number</th>
<th>MCS, 2-PEM</th>
<th>MCS, 3-PEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2800 %</td>
<td>0.1313 %</td>
</tr>
<tr>
<td>2</td>
<td>0.2600 %</td>
<td>0.7180 %</td>
</tr>
<tr>
<td>3</td>
<td>0.7685 %</td>
<td>0.0408 %</td>
</tr>
<tr>
<td>6</td>
<td>19.3800 %</td>
<td>21.7590 %</td>
</tr>
<tr>
<td>8</td>
<td>1.8289 %</td>
<td>3.8054 %</td>
</tr>
</tbody>
</table>

6. Conclusion

This paper presents N-Point estimation method to handle stochastic smart grid’s problems such as, probabilistic optimal power flow in presence of wind generation. The proposed method has been tested on the IEEE 14-bus system with an additional wind turbine, in which the Monte Carlo method has been used to compare the results with the two point and three point estimation method. Results confirm very good performance of T-PE method in terms of the accuracy and calculation time. However, results show a few considerable errors in T-PE method and Three Point Estimation method; it is because of the error in numeric solution of a nonlinear set of equations in dimension of six. More advanced and accurate techniques of numeric solution which requires additional investigations can decrease these errors.
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